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I INTRODUCTION

1.1 Aspects of quantum mechanics in living nature

It would be expected that on the most basic level of life – on the scale of the proteins and protein complexes that perform all processes needed for sustaining living organisms – the rules of classical physics would start to lose their applicability and quantum mechanical effects would emerge. At nanoscopic scales, wave-matter duality, quantization of energy, quantum statistics and other effects would need to be taken into account. However, the constituents of living cells are in perpetual motion and constantly changing, disturbing the order needed for more interesting quantum mechanical effects to appear. Therefore, there were objections to the use of quantum mechanics to explain biology [1].

Still, several non-trivial effects involving living nature or its constituents have been found since [2,3], such as photon antibunching [4], matter-wave nature of biomolecules [5], quantum algorithms running on biomolecules [6], and quantum tunnelling in enzymatic reactions [7,8]. However, these processes were generally studied at very low temperatures and in artificial conditions, raising questions about the significance of quantum mechanics on the level of living cells. In this work we study the quantum mechanics in bacterial photosynthesis and, among other things, prove that excitons [9] are relevant for living organisms.

Photosynthesis, the main theme of this research, is one of the most important processes in the biosphere, supplying almost all of the life on the Earth with energy by converting the flux of photons coming from the Sun into chemical energy. Still, photosynthesis is not fully understood, partly since its origins lie deep within quantum mechanics [9–12]. One of the quantum mechanical processes useful for understanding photosynthesis, especially in purple bacteria, is the formation of excitons [9]. Excitons are collective excitations of several molecules simultaneously, allowing transfer of energy without transfer of charges. The excitonic model was developed by Frenkel over eighty years ago in regular crystals [13], but later the same effects have been found in low-temperature samples extracted from biological organisms [9,14–16], and their synthetic analogues [17]. Recently, there has even been evidence of coherent energy transfer in subparts of photosynthetic units at physiological temperatures [18–20], but these artificial environments could lead to artefacts and therefore do not prove the presence of excitons in living organisms conclusively.

The main counterpoint against the presence of excitons, as in general with more complex quantum-mechanical effects in living organisms, is that the insides of living cells are very dynamic and chaotic and this would lead to the destruction of the intricate phase relationships that are required for these effects to survive [9,21–24]. One of such problems is the energy of thermal fluctuations that increases with the increase of temperatures. Very generally, the energy of thermal fluctuations can be approximated with $k_B T$, the product of the
Boltzmann constant and the absolute temperature. At low temperatures, this is negligible, being about 3 cm$^{-1}$ at 4.2 K, the boiling point of helium at the atmospheric pressure, but increases to 200 cm$^{-1}$ at room temperature.

In this work we study excitons in bacterial photosynthesis and investigate their behaviour in increasingly complex biological structures and at temperatures ranging from near absolute zero to physiological temperatures. We employ experimental methods (optical spectroscopy) and explain the results using theoretical modelling. This should show how resilient the excitons are to disturbances and therefore how applicable they are for studying the operating principles of life.

1.2 Light-harvesting apparatus of purple bacteria

Bacteria are very efficient at photosynthesis, but the exact processes behind this are not yet completely known. In purple bacteria the prevalent theory is that the energy is primarily absorbed in the light-harvesting antenna complexes (LH complexes, see Fig. 1.1) [14,30], where it is captured as excitons [9]. The excitons transfer towards energetically lower complexes until they reach the reaction centre (RC), where the energy is used to perform a chemical reaction. This, however, is based on extrapolation of low-temperature studies.

In this work we study the operation of light-harvesting complexes from two species of purple bacteria: *Rhodopseudomonas acidophila* and *Rhodobacter sphaeroides*. These bacterial species contain symmetrical antenna complexes, which capture the photons in the form of excitons [9,14]. The main types of such complexes are the LH1 and LH2 complexes that contain highly regular arrays of bacteriochlorophyll a (BChl a) molecules, which seem ideal for facilitating collective excitations [30].

![Figure 1.1. LH complexes in bacterial cells [25]. The complexes are situated mostly on the surface of intracytoplasmic chromatophore vesicles [26]. Different important parts of RC-LH1-PufX [27] and LH2 [28,29] complexes (B800, B850 and B875 rings alongside with reaction centres RC) have been brought out [25].](image-url)
The LH1 complexes are naturally found in a dimeric RC-LH1-PufX configuration, containing two semi-circular arrays of BChl a molecules that have been joined into an S-shaped B875 antenna around two RC units [27,31,32] (see Fig. 1.1). The LH2 complexes contain two circular arrays of BChl a molecules: the B800 ring close to the cytoplasmic side of the complex with 9 pigment molecules, and the B850 circle containing 18 pigment molecules in 9 dimeric subunits [33]. The energy absorbed in the complexes is funnelled into the RC, where it facilitates electron transfer processes [34,35]. The photosynthetic membranes, on which the complexes reside, self-assemble into photosynthetic membrane vesicles [26].

In this work, we study both the LH1 and LH2 complexes in different configurations and environments [25], but concentrate on the B850 circle of *Rps. acidophila* in theoretical analysis, since its structure is well known [28,36,37] and therefore it has been the object of many studies [14,38–41].

Excitons have been studied in these complexes for a long time [9,14–16] and it has been proposed that the electron-phonon coupling present in the complexes leads to the self-trapping of excitons [42–47].

### 1.3 Overview of LH2 and its spectroscopic properties

The LH2 complexes of *Rps. acidophila* consist of 9 dimeric subunits (labelled as α and β, see Fig. 1.2), each dimer containing three BChl a molecules [14]. The X-ray diffraction crystal structure of this complex has been determined to 2.0 Å resolution and the initial model has also been computationally optimized [28,36,37]. The structure of the LH2 complexes of *Rb. sphaeroides* is expected to be similar, although its crystal structure has never been published (nor measured to our knowledge); this is also a reason why we concentrated on the *Rps. acidophila* LH2 in theoretical analysis.

The BChl a molecules within the complex have four major transition dipoles: B_y and B_x in the ultraviolet spectral region (forming the Soret band), Q_x in the visible wavelength range, and Q_y in the near-infrared [14]. In this work, we concentrate only on the Q_y transition dipole moments of the BChl a molecules. We also do not consider the carotenoids within the LH2.

The 27 BChl a molecules within the LH2 complex can be assigned into two sub-assemblies, the B800 and the B850 rings, based on the respective peak positions of their ensemble absorption spectra in near-infrared (about 800 and 850 nm, respectively, see Fig. 1.3). The B800 sub-assembly contains 9 BChl a molecules and the B850 18 BChl a molecules. The assemblies have also very different spectroscopic properties.
The transition dipoles of the pigments in the B800 ring are weakly coupled, producing a single absorption peak (in ensemble spectra) at around 800 nm. The B850 complex, on the other hand, features very strong excitonic interaction between the Q_y transitions [9,15] (based on low-temperature studies). This is due to the close arrangement of the pigments (about 0.9 nm between the pigments within a single dimer and 1 nm between the pigments of adjacent dimers [36,37,49–51]); the coupling strengths between the Q_y dipoles within the α-β dimer have been estimated to be between 200 and 550 cm⁻¹ [16,49,51–54]. As a result, 18 excitonic energy levels are formed in each B850 ring, producing two peaks in the absorption spectrum, one is the B850 band and the other, much weaker, overlaps with the B800 band (can only be detected using very specific techniques, such as femtosecond pump-probe transient analysis [55] or fluorescence excitation anisotropy, see description and references below). This splitting phenomenon is also called Davydov splitting [22] (as we reference in the title of Paper II).

In this work, especially in the theoretical analysis, we concentrate on the B850 rings and consider them separately from the B800 rings, since the excitations within the B800 ring are transmitted to the B850 ring within 1 ps [56]. Due to this, the absorption spectra generated by us never contain the B800 peak.
Figure 1.3. B800 and B850 bands in the absorption spectrum of *Rps. acidophila* [16] alongside with a representation of the BChl a cores [28,48]. We only concentrate on the Q_y transitions of BChl a in the near-infrared.

In the B850 rings, it is also important to note that the α- and β-coordinated BChl a molecules are both in different microenvironments, causing α-coordinated molecules to have higher site excitation energies and affecting resulting spectra [57]. When we consider a single α-β dimer in a perfectly ordered average LH2 structure, it is convenient to distinguish between the average of and the difference between the excitation energies of the α- and β-coordinated pigments. The average excitation energies of the BChl a sites have been estimated to range from 12160 to 12810 cm⁻¹ and the energetic differences between them from 0 to 532 cm⁻¹ [16,52,54,58,59]. In our works we found the energy splitting to be around 100 cm⁻¹ (Papers VI), in Paper II we proposed around 300 cm⁻¹, but this earlier result seems unrealistic when the single-complex data are taken into account. Also, the orientations of the transition dipoles of the pigments differ between the sites. However, it has been proven that in reality the complexes are spatially distorted and the symmetry is broken, leading to hypotheses about elliptical deformations [60-63] (symmetry is achieved in the crystal structure due to averaging over a large number of complexes), but still the perfectly ordered structure can be used as the basis to which different disorder models are added.

The 18 excitonic states formed in the B850 ring can be indexed either from \( k = 0, k = \pm 1 \) to \( k = \pm 8, k = 9 \) [9] (see Fig. 1.4 (a)) or from \( k = 0 \) to 17. The ± indexing is justified in a perfect complex with no disorder (± states are energetically degenerate, only the dipole moment directions differ). When disorder is added, each state (numbered according to energy) will have its own distribution of energetic states, leading to 18 continuous distributions of states in an ensemble of pigments, see Fig. 1.4 (b).
Figure 1.4. Part (a) shows the splitting of the 18 degenerate excitation energies of the BChl a molecules in B850 ring into 18 excitonic states, due to excitonic interaction. By adding disorder, we can produce a density of states distribution for each excitonic level. In part (b), we show the density of states individually (black narrow lines, numbered to show the $k = 0$–17 convention) and summed (black thick line). Absorption is shown as the blue line. The lines corresponding to the $k = 1, 2, 15$ and 16 states have been filled with gray to signify the main states contributing to absorption. The energetic positions of the lowest and highest exciton states, along with their energetic difference, can be estimated from fluorescence excitation anisotropy (panel (c), scatter plot is experimental 4.5 K anisotropy, red line is the modelled anisotropy) [64].

Of the 18 states, the primary absorbing states are the $k = 1$ and $k = 2$, which give rise to most of the B850 band absorption, although other states also contribute. In Paper VI, we show that even the $k = 0$ can give a significant contribution to absorption in case of strongly self-trapped states. On the shorter wavelength side, the primary absorbers are the $k = 15$ and $k = 16$ states that form a faint absorbance band beneath the B800 band, which is not distinguishable in absorption spectra. The emission appears from the energetically lowest states within the state manifold, being almost exclusively from $k = 0$ at low temperatures.

The excitonic properties can experimentally studied by polarization-dependent studies [9], such as fluorescence excitation anisotropy [65,66], linear
dichroism, and circular dichroism [58,67]. Both of the edges of the exciton manifold are still clearly distinguishable in fluorescence excitation anisotropy (see Fig. 1.4 (c)) [65,66]. The results of this analysis have been also confirmed by femtosecond pump-probe transient spectra that appear to show the higher-energy excitonic absorption band [55].

Another broad area of LH complex research concerns their excited state lifetimes, energy transfer, and temporal dynamics. This has been both studied experimentally and theoretically very widely [38,53,56,66,68–79], but we do not focus on these aspects in this work.

The most precise methods for estimating the excitonic structure within the complex come from quantum chemistry [43,53,80–82]. These have been used widely, but they are generally too computationally intensive to be used for large-scale Monte Carlo spectral simulations that take into account a large number of disorder configurations. Therefore, it is needed to resort to simpler methods, such as dipole-dipole approximation, for larger-scale simulations [16,38,62,83,84]. We will elaborate on this in the theoretical model section, as the dipole-dipole approximation of coupling energies was the main theoretical tool in our calculations.

Historically, the LH complexes have been mostly studied in large ensembles, but now also experimental results on single separated complexes are available [61,62,85–98] (see Fig. 1.5). When each single complex is studied individually, more interesting effects appear, such as the splitting of the B850 and B800 absorption bands into sub-bands [60,61,88–90,99]. Single-molecule data will be studied in more detail in the part discussing Paper VI.

**Figure 1.5.** Example spectra of single LH2 complexes of *Rps. acidophila*, integrated over time (see Paper VI). Excitation spectra are shown as blue lines (directly comparable to absorption spectra due to low optical density). Fluorescence spectra are shown in red. The level of detail seen is far greater than in the ensemble measurements.
1.4 Spectroscopic methods and setups used in this work

1.4.1 Absorption and fluorescence spectroscopy

Some form of absorption or fluorescence spectroscopy was used for either general characterization of the samples or for getting reference for modelling (especially in the case temperature dependencies in Paper II) in all papers.

For absorption measurements, we used a high-stability tungsten light source BPS100 (BWTek, USA) with filters for shaping its spectrum.

For non-selective fluorescence measurements we used a 450 nm light-emitting diode or a 405 nm diode laser. Sample fluorescence was collected at a 90° angle in respect to excitation.

All the measurements were performed using Shamrock SR-303i 0.3 m spectrograph (Andor Technology, UK), which was equipped with an electrically cooled CCD camera (DV420A-OE, Andor Technology, UK).

1.4.2 Difference fluorescence line narrowing spectroscopy

One of the most precise ways of studying phonon sidebands and vibrational satellites is difference fluorescence line-narrowing (ΔFLN) spectroscopy [100–102], which combines together both the fluorescence line narrowing and spectral hole-burning methods. This technique relies on taking two fluorescence measurement at the same exciting wavelength with a spectrally narrow laser, separated by a period of hole-burning (at the same exciting frequency), and finding their difference. For these measurements, we used either a dye laser (Spectra Physics 375) or a Ti-sapphire laser (Spectra Physics 3900S). These measurements yield results only if a considerable portion of the pigments is bleached out during the hole-burning step and the emission is weakened due to this (this means also that the role of the bleached-out pigments must not be replaced by other pigments due to spectral diffusion).

As a complementary technique, we used spectral hole-burning. For this method, absorption spectra of the sample are measured both before and after bleaching with a spectrally narrow laser (the spectral linewidth of the lasers we used was <0.5 cm⁻¹). The difference between these two absorption spectra reveals the population of pigments bleached out during the process. From the spectral hole-burning, we primarily determined the location and width of the inhomogeneous distribution function (IDF) by bleaching a series of holes into the absorption spectrum (see the inset in Fig. 1.6).

The fluorescence line-narrowed spectra were used to determine characteristics of the exciton-phonon coupling through fitting of the spectra, according to equation (4.12) or by directly calculating the Huang-Rhys factors [103] using equation (3.19).
In Paper I [104], we studied the phonon sidebands in impurity glasses, such as chlorin (7,8-dihydroporphin) and chlorophyll a in 1-propanol at low temperatures. In Paper IV we studied the temperature dependency of chlorin and FMO complexes and in Paper V precise details about the behaviour of Huang-Rhys factors when the chlorophyll molecules are inserted into the protein matrix of an LH complex.

1.4.3 Fluorescence excitation anisotropy

A good technique for studying the excitonic structure of LH complexes is fluorescence excitation anisotropy [9,65,105]. In this method, a sample is excited with a linearly polarized light source and the fluorescence signal is collected through two polarizers, one polarized in parallel to the excitation and another in perpendicular. Then, the fluorescence excitation anisotropy value for each wavelength $\lambda$ can be calculated as:

$$r(\lambda) = \frac{IF_{vv}(\lambda) - IF_{vh}(\lambda)}{IF_{vv}(\lambda) + 2IF_{vh}(\lambda)}.$$  \hspace{1cm} (1.1)

In the equation 1.1, $IF_{vv}(\lambda)$ and $IF_{vh}(\lambda)$ are integrated fluorescence signals detected through a polarizer polarized in parallel or perpendicularly, respectively, to the polarization of the exciting laser. The theory can be read in more detail in the spectral simulations section. The spectral integration window can be chosen to select specific constituents within the sample, see Paper III for an analysis.
For our work, we developed a system for measuring such spectra automatically (see Fig. 1.7). The system consists of a motorized Ti-sapphire laser, which is tuned and controlled automatically by using a wavemeter for feedback.

The laser passes through a computer-controlled shutter and a passive iris, after which it is split between a beam that goes to a powermeter and a beam that excites the sample. Emission from the sample is collected through motorized polarizers. During the experiment the laser automatically scans the required wavelength range in steps. In each step the emission from the sample is collected through a polarizer that is polarized perpendicularly compared to the exciting laser and through a polarizer that is polarized in parallel to the excitation. The emission spectra are then integrated and the anisotropy is calculated according to the equation (1.1). All in all, this allows collecting anisotropy spectra with minimal human interaction.

The 90° geometry between the exciting laser and collection of emission allows eliminating most of the exciting laser from the measured spectrum and thus lowpass filters for blocking out the exciting laser before the monochromator are not needed.

The system can also be customized to measure in 0° and 180° geometries between the exciting laser and detection of fluorescence by using different mirror set-ups near the cryostat. This, for example, permits to measure fluorescence excitation anisotropy in high-pressure cells, not described in the present work.

**Figure 1.7.** Fluorescence excitation anisotropy set-up. Solid lines show exciting laser (wider) and fluorescence signal (narrow). Dotted lines are measurement and control signals.
An important improvement in this set-up was addition of the powermeter to measure the intensity of exciting laser during the measurement continuously. This allowed to determine the average excitation intensity during each individual fluorescence measurement and therefore to correct the effect of laser intensity fluctuations to the measured anisotropy spectra.

### 1.4.4 Single-complex spectroscopy

In order to analyse the LH2 complexes in greater detail, we used single-complex spectra measured in cooperation with the group of Prof. J. Köhler (Bayreuth University, Germany) [88–91]. This set of data was instrumental to determine the behaviour of individual complexes.

For single-complex measurements, very low concentration samples of the complexes in solid poly vinyl alcohol (PVA) were made. Solid PVA has been determined to resemble the natural environment of the LH complexes [106,107]. Due to the low concentration, well separated single LH2 complexes were visible after excitation and fluorescence signal could be measured from those.

This dataset contained both fluorescence excitation spectra (summed over a long time period of about 60 minutes) and a large number of short-time exposures of fluorescence (a few seconds) from the same complexes. This allowed to differentiate between shorter and longer timescale processes, including static differences between complexes.
2 OBJECTIVES AND PRIMARY PROPOSITIONS

The main aim of this work was to experimentally study the robustness of excitons in samples of LH complexes against the complex structural and dynamic environments characteristic to biological systems, and to find adequate theoretical tools to describe these situations.

Within this agenda, the specific objectives of this work were:

- To investigate how the exciton zone evolves in different LH complexes along with increasing structural complexity and rising temperature.
- To find signatures of excitons in complete photosynthetic bacterial cells at physiological conditions.
- To develop a theoretical model for describing the localized photosynthetic exciton system that would be compatible with both single-molecule and ensemble spectroscopy experiments (including difference fluorescence line-narrowing and fluorescence excitation anisotropy data).
- To investigate the presence and extent of photosynthetic exciton self-trapping.

Primary propositions:

- Excitons are extremely resilient to the disorder in their surrounding environment, being present even in complete bacterial cells at temperatures of their native habitats.
- The exciton polaron model, complete with energetic and structural disorder, is able to model the spectral behaviour of LH2 complexes to a sufficient detail.

This work thus combines theoretical modelling and experimental measurements, as both were needed to reach the objectives.
3 DEVELOPMENT OF THE THEORETICAL MODEL

In theoretical analysis, we focused only on the LH2 complex from *Rps. acidophila*, although in experiments we studied a larger set of different samples, including photosynthetic antenna complexes from bacteria and even some simpler molecules relevant to photosynthesis, such as chlorin. The results from theoretical modeling of *Rps. acidophila* were used to qualitatively interpret spectra from other LH complexes as well. This chapter follows the models developed during the work, and to a certain extent, represents the evolution of our theoretical understanding of excitations in cyclic photosynthetic LH complexes from purple bacteria.

Following Silbey *et al.* [83], we divided the theoretical studies into two stages, separating the calculations of excitonic interactions and excitonic lineshapes:

1. Determining the wavefunctions and excitation energies of the exciton states, which includes:
   a. Calculating the coupling matrix using dipole-dipole approximation, subsequently adding disorder.
   b. Finding the eigenstates of the Hamiltonian of the system.
2. Dressing the excitonic states with lineshapes:
   a. Calculating the spectral lineshapes according to exciton state energies and Huang-Rhys factors.
   b. Simulating absorption, fluorescence, and fluorescence excitation anisotropy spectra based on the lineshapes.

Although everything could have been modeled using a single Hamiltonian, this modeling workflow makes it easier to integrate experiments and theory and also provides more intuitive results by separating the excitonic structure and the spectroscopic effects through which it is studied. As an added benefit, separating the analysis of phonon sidebands is orders of magnitude quicker to calculate.

In this chapter, we give a brief overview of the theoretical modeling approaches used in the papers in a unified notation, putting the theoretical framework developed into a self-consistent form. The actual calculations were performed using MathCAD (mainly version 15) software from Parametric Technology Corporation by writing a series of programs based on the equations given in this chapter.
3.1 Excitonic model (Papers II and V)

3.1.1 Hamiltonians

The B850 ring contains 18 BChl a molecules, $Q_y$ bands of which are excitonically coupled. Here, we consider the excitons to self-trap and form self-trapped excitons (STE) due to the experimentally observed strong coupling between the B850 exciton states and the phonons of the surrounding [42,44–46,108]. General theory of exciton self-trapping is, for example, provided in [23]. We have applied both Holstein [109] and Su-Schrieffer-Heeger [110] Hamiltonians in order to model these STEs.

Both of these are expansions of the rigid-lattice Hamiltonian [13]:

$$H_0 = \sum_n (\varepsilon_n + \delta \varepsilon_n) |n\rangle \langle n| + \sum_{n,m;n\neq m} (t_{nm} + \delta t_{nm}) |n\rangle \langle m|,$$

where $\varepsilon_n$ are site excitation energies of the pigments (these would be the possible excitation energies in the complex if there was no excitonic coupling), $\delta \varepsilon_n$ are disorder realizations on the site-energy level, $t_{nm}$ are coupling energies between the pigments $n$ and $m$, and $\delta t_{nm}$ are disorders in these couplings. In an ordered state, due to the structural dimerization of the B850 ring described in part 1.3, we consider the site excitation energies to be $\varepsilon_{2\mu} = \nu + \Delta/2$ and $\varepsilon_{2\mu+1} = \nu - \Delta/2$, for the $\alpha$- and $\beta$-coordinated pigments, respectively. In this approach, the $\alpha$- and $\beta$-coordinated site excitation energies differ by a constant value $\Delta$, which according to our latest modeling is around 100 cm$^{-1}$ (in literature, values from 0 to 532 cm$^{-1}$ [16,52,54,58,59] have been proposed). The disorder model is discussed in the next sub-section.

The couplings $t_{nm}$ were calculated according to the dipole-dipole approximation, as in [83], based on the structural model (see Fig. 3.1, also from [83], originally from [37]).

This structural model allows us to calculate the transition dipoles $\mu_n$:

$$
\begin{align*}
\mu_{2\alpha} &= \begin{pmatrix}
\sin \theta \cos (2m/9 - \nu + \varphi_\alpha) \\
\sin \theta \sin (2m/9 - \nu + \varphi_\alpha) \\
\cos \theta_\alpha
\end{pmatrix} \\
\mu_{2\alpha+1} &= \begin{pmatrix}
\sin \theta \cos (2m/9 + \nu + \varphi_\beta) \\
\sin \theta \sin (2m/9 + \nu + \varphi_\beta) \\
\cos \theta_\beta
\end{pmatrix}
\end{align*}
$$

(3.2)

and their spatial locations:
Figure 3.1. Simplified structural model of the B850 ring used in the calculations. The geometry for the two Q, transition dipoles (black bold arrows) for pigments α₁ and β₁, constituting a dimeric sub-unit of the B850 ring, is shown in Cartesian coordinates. R denotes the distances of the pigments from the symmetry centre, and φ, θ and ν are structural angles for the corresponding pigments (denoted by subscript, if present). The B850 ring is formed when the dimeric subunit is repeated 9 times symmetrically. The original parameters were taken from [83]: R_α = 26.0 Å, R_β = 27.2 Å, θ_α = θ_β = 84.9°, ν = 10.3°, φ_α = -112.5°, and φ_β = 63.2°. In Paper II, we optimized all of them in a couple of percent range, in Paper VI, we only optimized the distances of the pigments from the symmetry centre.

\[
\begin{align*}
    r_{2n} &= R_α \begin{pmatrix} 
    \cos(2m/9 - \nu) \\
    \sin(2m/9 - \nu) \\
    0
    \end{pmatrix}, \\
    r_{2n+1} &= R_β \begin{pmatrix} 
    \cos(2m/9 + \nu) \\
    \sin(2m/9 + \nu) \\
    0
    \end{pmatrix}
\end{align*}
\]

(3.3)

The transition dipoles were used to calculate the couplings using dipole-dipole interaction model:

\[
    \mu_n \mu_m - 3 \langle \mu_n L_{nm} \rangle \langle \mu_m L_{nm} \rangle \frac{L_{nm} L_{nm}}{[L_{nm}]^3}.
\]

(3.4)

In equation (3.4), \(L_{nm} = r_n - r_m\) are separation vectors (vectors connecting point-dipoles \(n\) and \(m\)) and \(B = 1.895 \times 10^5 \text{ cm}^{-1} \text{ Å}^3\) [83].

When considering the structural parameters, it is important to note that optical spectra are more sensitive to the structural parameters than is the
resolution of crystal structures. This justifies adjustments of the crystal structure parameters by fitting to the optical spectral data. In Paper II, we successfully modelled the changes in the spectral properties by simulating thermal expansion of the complex.

In Paper II, following the track set in Refs. [45,46,111] (reviewed in [16]), we started the work with a model, according to which the excitonic states that absorb photons are regular rigid lattice (Frenkel) excitons [64] and the emitting states are the Su-Schrieffer-Heeger (SSH) excitons [110]. The absorbing states would be then described by the Hamiltonian (3.1) and the emitting states by

$$H = H_0 + c \sum_n (q_n - q_{n-1}) |n\rangle\langle n + 1| + |n + 1\rangle\langle n| + \frac{1}{2} \sum_n (q_n - q_{n-1})^2.$$  \hspace{1cm} (3.5)

In this equation, $c$ is a coupling constant determining the strength of the exciton-phonon coupling leading to the self trapping of the exciton and $q_n$ are the optimal distortions due to self-trapping (modifications to the side diagonal elements of the coupling matrix).

Later (Paper VI), in order to be consistent with the observations from line-narrowing spectroscopy [100], we advanced by enforcing the lowest-energy absorbing and emitting states to be resonant. The previous models referred to above, including the model of Paper II, allowed an energetic split between the $k = 0$ emitting states. In the updated model, we used the Holstein Hamiltonian [109] for both the absorbing and emitting states:

$$H = H_0 + c \sum_n q_n |n\rangle\langle n| + \frac{1}{2} \sum_n q_n^2.$$  \hspace{1cm} (3.6)

The main difference between the two Hamiltonians is whether the diagonal or the off-diagonal elements of the coupling matrix are modified due to self-trapping (Holstein and SSH Hamiltonians, respectively). The practical reason for using the Holstein Hamiltonian was its physical transparency and better compatibility with the previous research [16] done in our laboratory. We found no qualitative difference in fitting the LH2 data with either the Holstein or the SSH Hamiltonian (except for a small change in the fitted parameters).

The eigenstates (eigenenergies $E_k$ and eigenfunctions $a_{nk}$) of the excitonic or STE states were found through solving the eigenvalue problem:

$$\sum_m \langle n | H | m \rangle a_{mk} = E_k a_{nk}.$$ \hspace{1cm} (3.7)

In the case of the rigid-lattice Hamiltonian, the situation is simple; the result can be straightforwardly found as eigenvectors and eigenvalues of the coupling matrix. In the case of the Holstein and SSH Hamiltonians, however, the
situation is more complex and the eigenstates have to be found through an iterative optimization procedure [112], which also calculates the optimal distortions, $q_n$.

### 3.1.2 Model of disorder

In reality, all the complexes are different from each other. The differences can be modeled as disorder in the rigid-lattice Hamiltonian ($\delta \varepsilon$ and $\delta t$ in (3.1)). Two forms of disorder have generally been introduced: internal and external, or intra-complex and inter-complex, respectively [113,114]. In this work, the intra-complex disorder signifies rearrangements taking place in a single complex in the course of the experimental time and the inter-complex disorder signifies differences in the environment around the complex or other differences that cause variations in the optical spectra that differ from complex to complex (see Fig. 3.2).

We analyzed the complexes through Monte-Carlo modeling, i.e. generating a large number of disorder realization and calculating the resulting spectra by summing over their contributions.

As it has been proven [115] that diagonal and off-diagonal disorders are practically indistinguishable, we used only diagonal disorder to simultaneously account for both the site energy and coupling disorders. This also means that structural disorder has been modeled by energetic disorder.

**Figure 3.2.** Intra-complex and inter-complex disorders (Paper VI). Diagonal site energy disorder $\delta \varepsilon$ is shown as a circular plot in relation to the grey circle, which signifies the level of zero disorder. The inter-complex disorder differs from complex to complex and makes the spectra collected from all complexes over time different. At the same time, each complex is also changing in time, leading to the intra-complex disorder. Both of these disorders account for the overall spectral characteristics and are taken into account in the Monte-Carlo modelling.
We started in Paper II [64] with a simple Gaussian disorder model, widely used in case of these complexes [16, 51, 83, 111], which modulates the diagonal elements for internal disorder:

$$P(\delta \epsilon) = \frac{1}{\sqrt{2\pi}\sigma^2} \exp\left(-\frac{\delta \epsilon^2}{2\sigma^2}\right).$$  \hspace{1cm} (3.8)

For the external disorder we used a Gaussian distribution of energy shifts (effectively changing all diagonal elements simultaneously by the same amount). This approach gave a large advantage in modeling, since the final absorption and fluorescence spectra could be just convoluted with this Gaussian, allowing to model the complex with a smaller number of disorder realizations.

This disorder model performed very well when studying only ensembles and produced excellent fits in our early works [64]. It later turned out that this simple model is not sufficient to explain the more subtle effects revealed by single-complex spectroscopy [88–91], such as splitting of the B850 band. There also had been reports that at least in some cases the LH2 complexes are disordered in a more correlated way, leading to elliptic disorder models [60–63].

Furthermore, single-complex spectroscopy (Paper VI) revealed how the disorder has to be divided into intra- and intercomplex parts (see Fig. 3.2). The intra-complex disorder we still considered to be distributed along a simple Gaussian, but for the inter-complex disorder we used a more elaborate model, which includes an elliptical modulation of site energies (originating from [60]):

$$\delta \epsilon = \delta \epsilon_{\text{int}} + \delta \epsilon_{\text{shift}} + \xi_1 \cos\left(2n \frac{\pi}{9} + \varphi_{1\alpha}\right) + \xi_2 \cos\left(4n \frac{\pi}{9} + \varphi_{2\alpha}\right)$$  \hspace{1cm} (3.9)

In (3.9), $\delta \epsilon$ is the uncorrelated Gaussian disorder, identical in application with the intra-complex disorder, but has a different standard deviation. $\Delta \epsilon_{\text{shift}}$ is the external correlated Gaussian disorder, as in Paper II. The latter two terms of (3.9) signify elliptical disorder: $\xi_1$ and $\xi_2$ are the weighs of the two components of disorder, sampled from Gaussian distributions. $\varphi_{1\alpha}$, $\varphi_{2\alpha}$, $\varphi_{1\beta}$ and $\varphi_{2\beta}$ are the phase noise, sampled from a uniform distribution. This allowed to model the complex fully, leading to the results of Paper VI, where we managed to determine the magnitudes of the intra-complex and inter-complex disorder parts.

It is important to stress here that the new disorder model contains two separate uncorrelated Gaussian disorders, both of which are needed to explain the single-complex measurements, while in ensemble experiment it is possible to use a single uncorrelated Gaussian disorder mode to account for all of the observed spectral effects.
3.2 Lineshape model (Papers I and IV)

3.2.1 General theory on simulation of fluorescence and absorption lineshapes of single states

An important part of this work was the study of spectral lineshapes consisting of the zero-phonon line (ZPL) and the phonon sideband (PSB) [64,104]. We have used several different lineshape models. The differences come from the spectral density function (SDF) of phonons and the way the resulting spectrum is calculated from it. Here we use the definition of phonon SDF at 0 K, $J(\omega)$, so that its integral is the Huang-Rhys factor [103] (also called the S-factor, $S$), i.e. the mean number of phonons involved in an optical transition. The integral of $\omega J(\omega)$ is the reorganization energy ($\lambda$) [81,116]:

$$\lambda = \int_{-\infty}^{\infty} \omega J(\omega) d\omega \quad (3.10)$$

$$S = \int_{-\infty}^{\infty} J(\omega) d\omega. \quad (3.11)$$

This model is valid only for very low temperatures; when the temperature is increased, the phonon bath also changes its nature, arriving to the definition of temperature-dependent phonon SDF.

$$\lambda(T) = \int_{-\infty}^{\infty} \omega J(\omega,T) d\omega \quad (3.12)$$

$$S(T) = \int_{-\infty}^{\infty} J(\omega,T) d\omega. \quad (3.13)$$

The temperature-dependent SDF can be found from the 0 K SDF through the Bose-Einstein distribution as [73,81,103]:

$$J(\omega,T) = (1 + n(\omega,T)) J(\omega) + n(-\omega,T) J(-\omega), \quad (3.14)$$

where

$$n(\omega,T) = \frac{1}{e^{\frac{\hbar \omega}{k_B T}} - 1}. \quad (3.15)$$

From this general form, it is possible to calculate the emission spectrum of a pigment as [81]:
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\[ I(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dt \exp(-i\omega t) \exp(G(t) - G(0)) \quad (3.16) \]

\[ G(t) = \int_{-\infty}^{\infty} d\omega I(\omega, T) e^{-i\omega t} \quad (3.17) \]

The Taylor expansion of this is the equation more common for analysing the experimental fluorescence line-narrowing spectra [116,117]:

\[ I(\omega) = \sum_{n=0}^{\infty} \frac{S(T)^n e^{-S(T)}}{n!} J_n(\omega, T). \quad (3.18) \]

In equation (3.18), \( J_n(\omega, T) \) is the \( n \)-th convolution of \( J(\omega, T)/S(T) \) with itself. The \( n = 0 \) component corresponds to the ZPL, while the higher-order components form the PSB. The actual modeling was done over the equation (3.16), as described in [118], since it is much less computationally expensive, but mathematically equivalent. The computational speedup comes from the fact that the generator function can be used in conjunction with the Fast Fourier Transform (FFT). Also, this approach does not need the sum over components as in equation (3.18), leaving no possibility of artefacts due to not taking enough PSB components into account (effectively an infinite number of components is calculated).

In Paper IV, we studied the thermal evolution of phonon sidebands, and the model proposed here applied both in the case of chlorin and FMO [119] up until the highest temperatures experimentally measurable by difference fluorescence line-narrowing.

The equation (3.18) also leads to a convenient method for determining Huang-Rhys factors from the integrated intensities of the ZPL and the PSB.

\[ \frac{I_{ZPL}}{I_{PSB} + I_{ZPL}} = \frac{\sum_{n=0}^{\infty} \frac{S(T)^n e^{-S(T)}}{n!} J_n(\omega, T) d\omega}{\sum_{n=0}^{\infty} \frac{S(T)^n e^{-S(T)}}{n!} J_n(\omega, T) d\omega + \sum_{n=1}^{\infty} \frac{S(T)^n e^{-S(T)}}{n!} J_n(\omega, T) d\omega} \]

\[ = \frac{\sum_{n=0}^{\infty} \frac{S(T)^n e^{-S(T)}}{n!} J_n(\omega, T) d\omega}{\sum_{n=0}^{\infty} \frac{S(T)^n e^{-S(T)}}{n!} J_n(\omega, T) d\omega + \sum_{n=1}^{\infty} \frac{S(T)^n e^{-S(T)}}{n!} J_n(\omega, T) d\omega} = \quad (3.19) \]

\[ = \frac{\sum_{n=0}^{\infty} \frac{S(T)^n e^{-S(T)}}{n!}}{\sum_{n=0}^{\infty} \frac{S(T)^n e^{-S(T)}}{n!} + \sum_{n=1}^{\infty} \frac{S(T)^n e^{-S(T)}}{n!}} \]

\[ = \frac{1}{\sum_{n=0}^{\infty} \frac{S(T)^n e^{-S(T)}}{n!} + \sum_{n=1}^{\infty} \frac{S(T)^n e^{-S(T)}}{n!}} \]

\[ \sum_{n=0}^{\infty} \frac{S(T)^n e^{-S(T)}}{n!} = e^{-S(T)} \]

\[ \sum_{n=0}^{\infty} \frac{S(T)^n e^{-S(T)}}{n!} = \sum_{n=0}^{\infty} \frac{S(T)^n e^{-S(T)}}{n!} = e^{-S(T)} \]

\[ = \frac{1}{\sum_{n=0}^{\infty} \frac{S(T)^n e^{-S(T)}}{n!} + \sum_{n=1}^{\infty} \frac{S(T)^n e^{-S(T)}}{n!}} \]

\[ \sum_{n=0}^{\infty} \frac{S(T)^n e^{-S(T)}}{n!} = e^{-S(T)} \]

\[ = \frac{1}{\sum_{n=0}^{\infty} \frac{S(T)^n e^{-S(T)}}{n!} + \sum_{n=1}^{\infty} \frac{S(T)^n e^{-S(T)}}{n!}} \]
3.2.2 The traditional Gauss-Lorentz form

Initially, in Paper I, we approximated the spectral lineshapes with an empirical Gauss-Lorentz SDF form \([104,117,120–123]\). This form was traditionally used in order to provide the normalized convolutions of \(J(\omega)\) (i.e. \(J_n(\omega,T)\)) pseudo-analytically, without the need for numerical convolution:

\[
J_n(\omega) = \frac{4}{R} \left( \frac{\pi R}{R + \Delta} \right)^{-1} \left\{ \begin{array}{ll}
1 & \text{if } \omega > R\omega_m \\
\frac{1}{1 + \left( \frac{2(\omega - R\omega_m)}{\Gamma R} \right)^2} & \text{if } \omega \leq R\omega_m
\end{array} \right.
\]  

(3.20)

In this equation, \(R\) is the order of phonon sideband component, \(\Gamma\) is the FWHM of the Lorentzian part and \(\Delta\) the FWHM of the Gaussian Part. \(\omega_m\) is the peak position of the phonon SDF.

The form (3.20) is intuitive; its use also simplifies the modelling algorithms (it does not require the involvement of the FFT). However, it is mathematically flawed, since it does not reduce to zero at zero phonon energy, continuing to negative-energy side at 0 K. Also, due to the Lorentzian part, the reorganization energy of this form is infinite, which is unphysical.

3.2.3 Exponential polynomial form

Subsequently, in \([64,118]\), we used a more physically correct (but still empirical) SDF model, based on an exponential polynomial \([83]\):

\[
J(\omega) = \sum_n \omega^n \cdot \exp \left( -\frac{\omega}{\omega_{cn}} \right) \frac{S_n}{n!\omega_{cn}^{n+1}} \text{ if } \omega > 0 \text{ otherwise}
\]  

(3.21)

In this equation, \(S_n\) is the Huang-Rhys factor of the component \(n\) and \(\omega_{cn}\) is the characteristic frequency for that component (has no direct physical meaning).

This form (3.21) has a finite reorganization energy and its value is zero at 0 phonon energy (if \(n > 0\)); therefore, it is physically realistic. In Papers II, IV and V, we used two-component models. In paper VI, only one-component model was applied since signal-to-noise ratio for the single-complex data was too large to make fitting of more components justifiable. The good fit in paper VI might still indicate that the need for the multiple components in papers IV and V does not actually come from single-complex lineshapes; this might be the result of the unavoidable ensemble averaging present in the experimental method and the actual underlying SDF might be simpler.
4 MODELING OF THE EXPERIMENTALLY OBSERVED SPECTRA

4.1 Estimating parameters for lineshapes

Knowing the eigenstates of Frenkel, Holstein and SSH excitons allows us to model their spectral properties. For this, as mentioned in the lineshape modeling section, we mostly require the state excitation energies, Huang-Rhys factors, and transition dipole moments.

The exciton state energies are the eigenenergies of the Hamiltonian, \( E_k \), and in experiment these can be determined as the positions of the ZPL.

The Huang-Rhys factors we consider to be the product of the site Huang-Rhys factor \( S \) and the participation ratio of the state, \( p_k \).

\[
S_k = S \sum_n |a_{nk}|^4 = S \cdot p_k
\]  
(4.1)

The applicability of this equation is clearly shown in Paper VI. Since \( p_k < 1 \), this means that the site Huang-Rhys factor has to be greater than the Huang-Rhys factor of any excitonic state. For LH2, for example, S of 8.4 has been proposed [121].

The last important parameter for simulations is the exciton transition dipole, \( D_k \), which can be used to determine the intensities of absorption and emission spectra, as well as the polarizational properties for fluorescence excitation anisotropy measurements. This can be calculated from the transition dipoles of the individual sites:

\[
D_k = \sum_n a_{nk} \mu_n.
\]  
(4.2)

4.2 Absorption and fluorescence

Evaluation of the absorption and fluorescence spectra is straightforward from the exciton state lineshapes, as introduced in previous sections. The absorption spectrum (4.3) of a pigment (or an ensemble) at frequency \( \omega \) is the sum of the lineshapes \( I(\omega - E_k) \) of all possible excitonic states at this specific frequency, scaled with the squares of their dipole moments. The lineshapes \( I(\omega - E_k) \) are assumed to contain the right Huang-Rhys factor and other parameters, which have been omitted from the formula for simplicity. For correct absorption spectrum, the sum has to be multiplied by wavenumber.

\[
A(\omega) \propto \sum_k \omega D_k^2 I(\omega - E_k).
\]  
(4.3)
The calculation of emission spectra follows the same procedure, but the states are additionally multiplied by the corresponding Boltzmann factors, which determine the likelihood of thermal occupation of higher exciton states. The importance of using higher excitonic states became apparent in Paper II [64], because they are instrumental in the formation of higher-temperature fluorescence spectra. The emission spectra are scaled by the cube of the wavenumber [124].

$$F(\omega) \propto \sum_k \exp\left( -\frac{E_k - E_0}{k_B T} \right) \omega^3 D_k^2 I(E_k - \omega)$$

(4.4)

The lifetime broadening of the upper exciton-polaron states (from \(k = 1\) to \(k = 17\)) was taken into account by convoluting with a Lorentzian with the FWHM of 80 cm\(^{-1}\); lifetime of the \(k = 0\) state is far too long to be involved in modeling [16,65,105,125]; the \(k = 0\) ZPL was modeled as a delta function (within the resolution of the FFT).

The apparatus function was also taken into account, where needed. We used either Lorentzian, Gaussian or Voigt profiles (mainly Gaussians were used, Lorentzian parts were required only in some \(\Delta\)FLN measurements).

### 4.3 Fluorescence excitation anisotropy

Calculation of the fluorescence excitation anisotropy spectrum is more involved. In general, the fluorescence excitation anisotropy spectrum \(r(\omega)\) is a weighted average of the angles between the absorbing and emitting dipole moments for a given excitation wavelength [9]. It can be obtained experimentally by measuring the emission from a sample excited with a linearly polarized spectrally narrow light source (with the wavenumber \(\omega\)) and recording integral emission through either a polarizer that is polarized in parallel to it \((IF_{vv})\) or perpendicular to it \((IF_{vh})\).

$$r(\omega) = \frac{3 \cos \alpha_k - 1}{5} = \frac{IF_{vv}(\omega) - IF_{vh}(\omega)}{IF_{vv}(\omega) + 2IF_{vh}(\omega)}.$$  (4.5)

The anisotropy equation shown in brackets equally holds for each single combination of absorbing and emitting STE states (enumerated with \(k\) and \(n\), respectively):

$$r_{kn} = \frac{3 \left| D_k^{\text{absorbing}} \cdot D_n^{\text{emitting}} \right|}{\frac{D_k^{\text{absorbing}}}{5} \left| D_n^{\text{emitting}} \right|} - 1.$$  (4.6)
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As equations (4.5) and (4.6) have to be simultaneously correct for each individual exciton state, we can evaluate the fluorescence excitation spectra for both polarization combinations.

\[
I_{\omega}(\omega) = \sum_{k=1}^{N} A_k(\omega) \sum_{n=1}^{N} \left[ 1 + 2r_{kn} \right] D_{n}^{emitting} \exp \left( - \frac{E_{k}^{emitting} - E_{0}^{emitting}}{k_B T} \right) \]  \hspace{1cm} (4.7)

\[
I_{\chi}(\omega) = \sum_{k=1}^{N} A_k(\omega) \sum_{n=1}^{N} \left[ 1 - r_{kn} \right] D_{n}^{emitting} \exp \left( - \frac{E_{k}^{emitting} - E_{0}^{emitting}}{k_B T} \right) \]  \hspace{1cm} (4.8)

The final fluorescence excitation spectra can be found by summing together all of the fluorescence excitation spectra; this means all of the exciting and emitting pigment combinations of all of the complexes and realizations of disorder present. The final fluorescence excitation anisotropy spectrum can then be found using equation (4.5).

4.4 Fluorescence line-narrowing and difference fluorescence line-narrowing

Fluorescence line-narrowing (FLN) is a great tool for revealing the finer details of the emission spectra of inhomogeneously broadened ensembles. In the common approach to FLN [126], the spectral lineshapes of an ensemble of pigments are all considered identical and their ZPLs are distributed according to the inhomogeneous distribution function (IDF). In delocalized excitonic systems (such as B850 of LH2) the physical meaning of IDF changes: it should now be considered as the density of states for the \( k = 0 \) exciton states.

The regular, non-selectively excited, fluorescence spectrum of an ensemble is just the convolution of the spectral lineshape of the pigment (or the excitonic state) with the IDF \( N(\omega) \) [117]:

\[
F(\omega) = \sum_{k=1}^{\infty} \left( \frac{S^k}{\pi^k} \right) \int N(\Omega - \omega_{\max}) J_\rho(\Omega - \omega) d\Omega \]  \hspace{1cm} (4.9)

Here, the \( \omega_{\max} \) is the peak position of the IDF, the IDF itself is a Gaussian with a given FWHM.

The FLN spectrum is obtained if the sample is excited with a spectrally narrow laser (with the exciting wavenumber of \( \omega_0 \)). This takes into account the probability of certain pigments or states being excited due to their lineshapes and energetic positions [117].
When spectral hole-burning with a spectrally narrow light source with an excitation wavenumber of $\omega_b$ for a time period of $\tau$ is taken into account, the IDF is modified by the spectral lineshape to account for bleached-out pigments [117]:

$$N(\tau, \omega - \omega_{\text{max}}) = N(\omega - \omega_{\text{max}}) \exp \left[ - \sigma \Phi \tau \sum_{Q=0}^{\infty} \frac{S^{Q} e^{-S}}{Q!} J_{Q}(\omega_b - \Omega) \right],$$

(4.11)

where $\sigma$, $I$ and $\Phi$ are the absorption cross-section, laser intensity and quantum yield, respectively. From it, we can calculate the $\Delta\text{FLN}$ spectra for short burn time limit:

$$\Delta\text{FLN}(\omega) = \sum_{k,F=0}^{\infty} \sum_{Q=0}^{\infty} S^{Q} e^{-S} \frac{e^{-S}}{P^Q} \int N(\Omega - \omega_{\text{max}}) J_{Q}(\omega_b - \Omega) J_{P}(\Omega - \omega) d\Omega$$

(4.12)

These equations can be simplified by directly using the lineshape:

$$F(\omega) = \int N(\Omega - \omega_{\text{max}}) I(\Omega - \omega) d\Omega$$

(4.13)

$$\text{FLN}(\omega) = \int N(\Omega - \omega_{\text{max}}) I(\omega_b - \Omega) I(\Omega - \omega) d\Omega$$

(4.14)

$$\Delta\text{FLN}(\omega) = \int N(\Omega - \omega_{\text{max}}) I(\omega_b - \Omega) I(\omega_b - \Omega) I(\Omega - \omega) d\Omega$$

(4.15)

The model can be further expanded to allow Monte Carlo modeling by replacing the general disorder distribution with the simulated distributions of the single complex realizations, each with their own $k=0$ site energy and Huang-Rhys factor. This leads to a new set of equations (using $\delta$ instead of $N$ to signify the treatment of realizations of complexes separately):

$$F(\omega) = \sum_n \int \delta(\Omega - E_n) I(\Omega - \omega) d\Omega = \sum_n I(E_n - \omega)$$

(4.16)

$$\text{FLN}(\omega) = \sum_n \int \delta(\Omega - E_n) I(\omega_b - \Omega) I(\Omega - \omega) d\Omega = \sum_n I(\omega_b - E_n) I(E_n - \omega)$$

(4.17)
In these equations, \( n \) denotes the \( k = 0 \) states of different realizations of the LH2 complex. Mathematically, it would be useful to replace the delta function with the only energetically shifting inter-complex disorder, since it behaves identically to the IDF in equation (4.9) for each realization of the complexes. Due to time constraints this avenue was not explored enough to yield results, but will hopefully lead to results in the future.
5 EXCITATION WAVELENGTH DEPENDENT ELECTRON-PHONON COUPLING (PAPER I)

As understanding of spectral lineshapes and phonon sidebands is important for modelling all spectra, our work was started by studying phonon sidebands of simpler photosynthetic molecules, such as chlorin (7,8-dihydroporphin) and chlorophylls, and then continued to more complex light-harvesting systems, such as the FMO [119] and LH2 complexes. The chlorin research was expanded in Paper IV by updating the phonon spectral density function theory and confirming the applicability of the temperature dependency theory of the lineshape.

In Paper I [104] we studied the excitation wavelength dependence of the Huang-Rhys factors of emission spectra from low-temperature glasses containing chlorin and chlorophyll a by using the $\Delta$FLN technique. For simpler molecules, such as chlorin, it is possible to measure the $\Delta$FLN spectra over the whole IDF in the sample (see Fig. 5.1).

We analysed the spectra obtained from the $\Delta$FLN experiments according to the theory section 3.3.4. The Huang-Rhys factors were first determined straight from the $\Delta$FLN spectra (using equation (3.19)) and also from fitting the lineshape model to the experimental spectra (both results can be seen in Fig. 5.1). In this early work, we fitted the spectra based on the Gauss-Lorentz lineshape model, as described in the theory section. Convolutions were approximated by analytic means (also described in the theory section).

Figure 5.1. Dependence of the Huang-Rhys factor on the excitation wavelength [104]. The black line is the absorption spectrum of chlorin, dashed line the IDF, the triangles are the apparent Huang-Rhys factors and the circles the Huang-Rhys factors from fitting. The inset shows the dependence between burn fluence and observed Huang-Rhys factors, ZPL and PSB intensities.
Although we did not publish the results from this, the analysis of the data presented in this article was also in parallel performed using the exponential polynomial phonon spectral density function form and mathematically correct convolutions. This yielded very similar results, since the Huang-Rhys factors were small. Still, this shift in analysis paved the way for the following research papers. This eventually led to the adoption of the generator function approach that can be made fast enough using the Fast Fourier Transform to be able to perform extensive Monte-Carlo simulations in an acceptable timeframe.

The results showed that the Huang-Rhys factors increase with increasing wavelength (see Fig. 5.1) for the first time. The results for chlorin showed an increase of the PSB Huang-Rhys factor from 0.05 to 0.16 over ≈ 10 nm spectral range and from 0.17 to 0.49 for chlorophyll a (between 669.3 and 693.3 nm). This hints that similar behaviour might appear in the individual BChl a sites in LH complexes as well. However, the time allocated for the thesis work did not allow exploring this interesting aspect any further. We determined that the vibronic Huang-Rhys factors were relatively unaffected by the excitation wavelength. This latter issue has been in more detail analysed in paper V, see Chapter 9.
One main objection against the biological significance of excitons has been the high thermal noise present at physiological temperatures. Therefore, even if excitons can be proven to exist at the low temperature limit, this might be an artefact due to the abnormally low temperatures, being not relevant at physiological temperatures.

To explore this, we measured the absorption, fluorescence and fluorescence excitation anisotropy spectra of LH2 complexes from *Rps. acidophila* from 4.5 K to room temperature and analysed them using theoretical modelling [64].

The main indication for the presence of the excitonic zone is the two dips in the fluorescence excitation anisotropy spectrum. As can be seen from the experimental data in Fig. 6.1, at least the high-energy anisotropy dip around 765 nm can be clearly traced along the whole temperature range from 4.5 K to 263 K. This kind of a double-dip behaviour is also common for the LH1 complex, and not only in *Rps. acidophila* but in *Rb. sphaeroides* as well (see Paper III). So we set out to model the temperature dependence of the fluorescence excitation anisotropy, absorption and fluorescence spectra for LH2 complexes according to the theoretical model as described in the theoretical section.

![Figure 6.1. Measured and modelled fluorescence excitation anisotropies from 4.5 K to 263 K for LH2 complexes from *Rps. acidophila*. Measurements are indicated by symbols, the modelling results by continuous lines [64].](image-url)
We analysed the spectra by using the model described in the theoretical model chapter 3.3.3. This time we considered the absorbing states to be Frenkel excitons [13] and emitting states STEs [23,44–46], described by the SSH Hamiltonian [110]. Also, in this work we used the modelling convention that the excitonic states are labelled from \( k = 0, k = \pm 1 \) to \( k = \pm 8 \) and \( k = 9 \). Later we abandoned this naming scheme due to the fact that the + and − have meanings as the directions of perpendicular dipole moments only in the case of perfectly ordered B850 state. In case of a disordered model, it is more natural to use simpler numbering from \( k = 0, k = 1 \) to \( k = 16 \) and \( k = 17 \), based solely on the energetic order of the states.

It can be seen in Fig. 6.2 that there is a good agreement between the modelling and the experiment. The B850 band positions shift to higher energies and they generally become wider, as also noted earlier [46,127–129]. To explain the behaviour, we used thermal expansion of the complex using an empirical sigmoid function (average distance between the pigments increases by about 0.05 nm from near absolute zero to room temperatures, in line with [36]). The choice of the sigmoidal function was justified by earlier research [130,131].

![Figure 6.2](image)

**Figure 6.2.** Temperature dependences of the B850 fluorescence (diamonds) and absorption (circles) band peak positions (pane a) and bandwidths (FWHM, pane b) of the LH2 complex from *Rps. acidophila*. The scattered points show measurements, solid lines model results [64].
It is also notable that the changes in the fluorescence spectra are much more prominent, hinting to different underlying processes. The more prominent changes in the emission spectra were determined to be due to thermally assisted occupation of higher STE levels (primarily ±1, see Fig. 6.3), which we modelled using Boltzmann factors as in equation 4.4.

The main result of this article, however, was the measurement and detailed modelling of the changes in the fluorescence excitation anisotropy spectra over the temperature range (see Figure 6.1, 6.3). The fluorescence excitation anisotropy had been earlier measured only at very low temperatures (close to 4.5 K). From the experimental spectra it became apparent that the high-energy anisotropy dip does not change its shape or position considerably during the temperature range, paving the way to proving the presence of excitons in full cells at physiological conditions.

![Figure 6.3. Formation of the anisotropy minima of the LH2 complex from Rps. acidophila at 4.5 K. Different lines show how the fluorescence excitation anisotropy spectrum would appear if some of the excitonic states are removed from calculations. Spectrum with all of the states present is shown for reference. It can be seen that the low-energy (high-wavelength) dip is caused mostly by the ±1 states, while the high-wavelength dip is caused by a combination of ±8 and 9 [64].](image-url)
The other important result was determination of the correspondence between the excitonic states and their respective features in the anisotropy spectra (see Fig. 6.3). As it had been predicted earlier, the low energy dip is mostly due to the $k = 1$ and $k = 2$ states. The $k = 1$ state is closer in its orientation to the $k = 0$ state and $k = 2$ state is on average perpendicular to it [16]. So, the two lowest-energy states cause the anisotropy rise on the low-energy side and the third state forces anisotropy lower, causing the high-wavelength dip in the region, where $k = 2$ absorption overpowers $k = 1$ absorption (therefore, the anisotropy dip is also shifted from the B850 maximum). Interestingly, the nature of the high-wavelength dip is more complex: it forms in combination of ±8 and 9 states. All in all, the correspondence between the exciton states and anisotropy features justifies the estimation of exciton zone widths solely from the anisotropy spectra, which we used heavily in paper III.
Next, we moved on to one of the primary purposes of the thesis, proving that the excitons are really present in living cells. There had been no concrete evidence of the excitonic structure within the LH2 complex in living cells before and the biological significance was extrapolated from the conditions at very low temperatures, based on the behaviour of the absorption, emission and circular dichroism spectra.

In the work, we studied the spectral features of different light-harvesting complexes systematically by moving from the low-temperature domain to room temperature, while increasing the complexity of samples.

Our samples in this study were from *Rb. sphaeroides*: isolated and membrane bound LH2 and RC-LH1-PufX complexes, full photosynthetic membranes and the living cells. From the absorption spectra (Fig. 7.1.), it is visible that the spectral characteristics of the photosynthetic membranes and the cells remind the sum of spectral characteristics of the LH2 and RC-LH1-PufX complexes.

**Figure 7.1.** Absorption spectra of the *Rb. sphaeroides* samples studied at 4.5 K (blue) and room temperature (red). The order of complexity increases from the isolated LH2 complexes at the bottom to the full cells at the top. It can be seen that the spectral features of the LH complexes survive the integration into more complex levels [25].
To move on with the task of proving the presence of excitons in the complete cells, we started studying the fluorescence excitation anisotropy spectra, as the dips are clearly correlated with the border states of the excitonic manifold, as was shown in Paper II. Our earlier measurements also gave us confidence to find at least the high-energy anisotropy dip at room temperature.

To approach the problem systematically, we started by measuring the LH2 and RC-LH1-PufX complexes at 4.5 K separately, and detected the presence and position of the two anisotropy minima (see Fig. 7.2.). We also increased the temperature from 4.5 K to room temperature and observed that the minima remained [25].

To move on, we measured the fluorescence excitation anisotropy of full membranes at 4.5 K and room temperature. It can be seen from Fig. 7.2 that the anisotropy minima are exactly where they have been expected to appear from the spectra of isolated complexes. When the temperature was increased, the high-energy minimum remained, but the low-energy minima almost disappeared.

**Figure 7.2.** Tracking the evolution of fluorescence excitation anisotropy spectra from 4.5 K to room temperature (blue and red, respectively), and from isolated complexes to full *Rb. sphaeroides* cells. a) Anisotropy spectra of isolated LH2 and RC-LH1-PufX complexes at 4.5 K. b) The low-temperature and high-temperature spectra for full membranes. c) Spectra from complete cells [25].
For finalizing the experiments, we measured the anisotropy spectra in complete *Rb. sphaeroides* cells, which showed similar behaviour: at the low-temperature limit both minima are clearly visible, but when temperature is increased, only the high-energy dip remains. Still, there are residues of the LH2 low-energy wavelength dip. This proved that excitons are indeed relevant in physiological conditions and therefore an irrefutable link with biology was established.

In the same paper, we also estimated the exciton zone widths (inter-minimum distances in fluorescence excitation anisotropy spectra) for a large set of LH complexes from both *Rb. sphaeroides* and *Rps. acidophila* at 4.5 K (see Table 1). The results show that the exciton zone is systematically wider in the case of membrane samples, possibly showing that they are a more suitable environment for excitons, compared to detergent-isolated samples. This shows that the unnatural conditions present in experiment might actually work against excitonic interaction (not amplify it as an artefact). Still, the natural configuration of LH1, the RC-LH1-PufX complex, has the smallest exciton zone width of LH1 configurations studied (but the difference is marginal).

**Table 7.1.** Bandwidths of excitons in detergent-isolated and membrane-embedded light-harvesting complexes from *Rb. sphaeroides* and *Rps. acidophila* at 4.5 K. [25]

<table>
<thead>
<tr>
<th>Sample</th>
<th>Dips in the spectrum (±0.5 nm)</th>
<th>Bandwidth a) (±15 cm⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>High-energy</td>
<td>Low-energy</td>
</tr>
<tr>
<td><em>Rps. acidophila</em></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LH2 complex</td>
<td>766.5</td>
<td>861.7</td>
</tr>
<tr>
<td>membrane b)</td>
<td>765.8</td>
<td>863.1</td>
</tr>
<tr>
<td>LH1 membrane b)</td>
<td>765.6</td>
<td>901.6</td>
</tr>
<tr>
<td><em>Rh. sphaeroides</em></td>
<td></td>
<td>841.6</td>
</tr>
<tr>
<td>LH2 complex</td>
<td>762.1</td>
<td></td>
</tr>
<tr>
<td>membrane</td>
<td>763.2</td>
<td>845.8</td>
</tr>
<tr>
<td>LH1 complex</td>
<td>755.7</td>
<td>880.1</td>
</tr>
<tr>
<td>membrane</td>
<td>749.6</td>
<td>882.8</td>
</tr>
<tr>
<td>RC-LH1 complex</td>
<td>751.8</td>
<td>880.1</td>
</tr>
<tr>
<td>membrane</td>
<td>751.1</td>
<td>880.4</td>
</tr>
<tr>
<td>RC-LH1-PufX complex</td>
<td>749.8</td>
<td>873.3</td>
</tr>
<tr>
<td>membrane</td>
<td>751.5</td>
<td>869.5</td>
</tr>
</tbody>
</table>

a) Defined as the energy difference between the high-energy dip of the polarized fluorescence excitation spectrum and the low energy dip
b) Obtained from full membrane’s spectra by integrating only the corresponding (LH1 or LH2) emission regions.
c) From [105].
To verify the phonon temperature dependency model, widely used in our modelling, we measured ΔFLN spectra as a function of temperature for chlorin, which represents a localized electronic system and FMO, a weakly excitonically coupled system [118].

The spectra were measured from 4.5 K to 69 K for chlorin and from 4.5 K to 51 K for FMO. Both sets of spectra were fitted with the lineshape model using the SDF defined at 0 K (the SDF itself was different for chlorin and FMO). The modelling was performed as described in the theory section. The results show that both complexes can be modelled using this method, although the fitting results for chlorin appear more precise. In case of the FMO, most likely the weak exciton interaction between the pigments is to blame for the mismatch [118].

The measured spectra alongside with the modelled spectra are on Fig. 8.1. Each pane shows also the modelled S factor for that complex at a certain temperature, based on the fitting.

**Figure 8.1.** Temperature dependency of phonon sidebands for a) chlorin and b) FMO. Main graph areas show the homogeneous spectra, relative to the ZPL positions, enlarged to make the details in the phonon sideband noticeable. The insets show the ZPL region without cropping. Black lines show the experimental spectra, grey lines the fitted spectra. The thin red line in the 4.5 K spectrum is the phonon SDF [118].
The research also yielded interesting information about the temperature dependence of the ZPL width for chlorin (see Fig. 8.2). According to regression, the FWHM of the ZPL is proportional to $T^{2.2}$, implying that the system cannot be explained by a simple two-level model [132–136].

These data gave us some confidence that the lineshape model used in our earlier research is appropriate.

Figure 8.2. Temperature dependencies of the Huang-Rhys factor (a) and ZPL width (b) for the chlorin-doped propanol glass. In (a) the open symbols show how the phonon sideband Huang-Rhys factors depend on temperature for the two excitation wavelengths: 635.1 nm and 637.2 nm. Black triangles show the vibronic Huang-Rhys factor. In (b) the open symbols are again the ZPL widths for the two excitation wavelengths and the solid line is the fitted $T^{2.2}$ dependency [118].
In this work, both experimentally and theoretically, we investigated how the vibrational and phonon couplings for localized BChl a are modified when assembled in excitonically coupled LH complexes. Since the theoretical part concerning vibronic couplings was done by Dr. Juha Matti Linnanto, and is not included into this thesis, we will not discussed it in detail here (please refer to the Paper V).

As delocalization is known to lead to a decrease in the phonon couplings as per equation (4.1), it would be expected that both the phonon and vibrational couplings would decrease when the BChl a molecules are incorporated into the LH complexes. The effect of delocalization, for example, was used to successfully analyse the behaviour of Huang-Rhys factors in Papers II and VI.

Still, from earlier work it is known that in LH1 and LH2 complexes only vibrational couplings decrease (compared to isolated BChl a), while phonon couplings actually increase. For example, in the BChl a-doped triethylamine glass at 4.5 K the Huang-Rhys factor characterizing the total electron-phonon coupling strength, $S_{ph}$, is about 0.5 and the total vibronic coupling strength,

Table 9.1. Fluorescence spectral characteristics of BChl a in solid solution and in protein environment.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Excitation wavelength (nm)</th>
<th>FWHM of IDF (cm$^{-1}$)</th>
<th>$S_{ph}$</th>
<th>$S_{vib}$</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>BChl a in triethylamine</td>
<td>787.0</td>
<td>320±40</td>
<td>0.51±0.1</td>
<td>0.37±0.04</td>
<td>[137,138]</td>
</tr>
<tr>
<td>FMO complex (Cb. tepidum)</td>
<td>827.1</td>
<td>66±5</td>
<td>0.58±0.1</td>
<td>0.42±0.04</td>
<td>[101]</td>
</tr>
<tr>
<td>LH2 complex (Rb. sphaeroides)</td>
<td>870.5</td>
<td>147±10</td>
<td>2.0±0.2</td>
<td>0.09±0.01</td>
<td>[108] b)</td>
</tr>
<tr>
<td>LH2 complex (Rps. acidophila)</td>
<td>891.0</td>
<td>120±10</td>
<td>2.3±0.2</td>
<td>0.09±0.01</td>
<td>[130] b)</td>
</tr>
<tr>
<td>LH1 complex (Rb. sphaeroides)</td>
<td>900.1</td>
<td>119±10</td>
<td>1.8±0.2</td>
<td>0.09±0.01</td>
<td>[108] b)</td>
</tr>
</tbody>
</table>

a) For comparability’s sake, the $S$-factors obtained in previous publications have been re-scaled according to the experimental and calculation procedures taken in the present work.

b) This work.
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\(S_{\text{vib}} \approx 0.4\) \([137,139]\) (see Table 9.1). When the same pigments are inserted into the protein matrix of LH2, the vibronic coupling decreases about fourfold to 0.09, as expected. At the same time, the total phonon coupling increases practically fourfold, reaching 1.8 to 2.3 in the LH2 complexes from \(Rps.\ acidophila\) and \(Rb.\ sphaeroides\). The aim of this work was to shed light on this counterintuitive behaviour.

Experimentally, we measured \(\Delta FLN\) spectra of LH complexes (see Fig. 9.1) and determined both the phonon- and vibronic couplings, and FWHMs of the density of emitting states, i.e. the inhomogeneous distribution function (IDF).

At the same time, theoretical modelling of the vibrational interaction \([140]\) was performed, which showed that within the complex delocalization decreases the \(S_{\text{vib}}\) Huang-Rhys factors. When disorder is applied, the excitons tend to localize more and therefore the Huang-Rhys factors increase. This agrees with the modelling in Papers II and VI.

**Figure 9.1.** On the left panel, we show the comparison between the low-resolution (black line) and high-resolution (\(\Delta FLN\), red line) fluorescence spectra of BChl a in solid solution of triethylamine and in various LH protein complexes: LH1 and LH2 from Rb. sphaeroides, and LH2 from Rps. acidophila. The peak-normalized spectra were recorded at 4.5 K and are presented in reciprocal wavelength (energy) scale. Shown with dashed lines are the 10-fold amplified tails of the low-resolution spectra. (Right panel) Peak-normalized \(\Delta FLN\) spectra of the same samples in relative wavenumber scale; vertical lines label selected vibrational mode frequencies \([104]\).
To meet the experiment in case of LH1 and LH2 complexes, we concluded that the effective $S_{ph}$ for the sites have to be very large, $S = 8.8$ according to Paper VI. Such large site phonon Huang-Rhys factors have also been proposed by others ($S$ of 8.4 in [128]). One explanation for the unexpected large site phonon Huang-Rhys factors is that the applied model is not adequate. Another explanation, which we prefer, is that upon assembly into the LH complexes the nature of electronic states changes. For example, due to the involvement of charge-transfer states that can arise from the close proximity of BChl a molecules in the LH complex rings. The presence of CT states in LH1 and LH2 complexes is experimentally supported by observations of the electrochromic (Stark) effect [141,142] and high-pressure induced bandshifts [143], and theoretically, by quantum chemical calculations [53,80,82,144].
During the final part of our studies we obtained a set of single-complex spectra of LH2 complexes from *Rps. acidophila* [88–91] in PVA (polyvinyl alcohol) at 1.2 K. PVA has been proven to be an excellent matrix to study the LH2 complexes in [106,107]. The dataset contained excitation spectra from 26 complexes, integrated over a long time period (a set of repetitions summed over about an hour) and a large number of fluorescence spectra (each exposure in the order of a couple of seconds). The fluorescence spectra from a single LH2 complex showed great variances, which gave us a direct method for studying the microscopic disorder in the complexes that would be averaged out in ensemble studies.

The excitation spectra and summed fluorescence spectra (the sum of all individual fluorescence spectra obtained from a single complex) for two example complexes can be seen in Fig. 10.1. From the data it was evident that the averaged excitation and emission spectra were different for each complex, leading to the adoption of the inter- and intra-complex disorder models, as described in more detail in the theory section. The inter-complex disorder causes the long-time average spectra of each complex to differ; the intra-complex disorder causes differences between single short integration time spectra obtained from a single complex.

**Figure 10.1.** Two examples of single-molecule excitation and emission spectra, integrated over long time (about an hour for the excitation spectra and slightly less for the emission spectra). These correspond to two realizations of inter-complex disorder that have been summed over intra-complex disorder. The vertical line indicates the position of the maximum of the sum of all fluorescence spectra in figure 10.4.
To analyse the disorder models in greater detail, we attempted to extract as much information from the obtained single short-time fluorescence spectra as possible. As at the low temperature limit the LH2 complex emits almost solely from the \( k = 0 \) excitonic state, the emission spectra are the lineshapes of the lowest excitonic state and therefore we can use the spectra to determine the excitation energies and Huang-Rhys factors of the lowest excitonic state. To determine these, we developed a modified Levenberg-Marquardt [145] method to fit the lineshape model used to the single spectra. The results of this fitting in case of two individual spectra can be seen in Fig. 10.2. While the signal-to-noise ratio of single-complex fluorescence spectra is poor, it can be still seen that fitting can yield reasonable results.

The Huang-Rhys factors and ZPL positions obtained by fitting are shown in Fig. 10.3. It can be seen that the Huang-Rhys factors and ZPL positions vary between the individual spectra from a single LH2 complex and the point clouds corresponding to different complexes do not overlap completely, showing again the necessity to distinguish between intra- and inter-complex disorders. In this case the variance within the point cloud of a single complex is caused by intra-complex disorder, while the differences between the point clouds of different complexes are caused by the inter-complex disorder.

![Figure 10.2. Fitting the spectrum of a single realization of an LH2 complex. The components are shown according to the equation (3.18). It can be seen that the signal-to-noise ratio of single-complex measurements is not very good, but a reasonable fit can be obtained.](image)
Figure 10.3. Fitting results of Huang-Rhys factors for single-complex spectra. Different colours and symbols denote different complexes. A point cloud corresponding to a single complex has been highlighted and a trendline, showing the dependence between the $S_0$ Huang-Rhys factors and the ZPL positions, has been added.

We suspected that the single-complex measurements were biased, i.e. the selection of complexes for measurement did not uniformly cover the full distribution present in a realistic sample. Therefore, to study the microscopic behaviour, we still had to rely on ensemble spectra to try to determine the realistic spectra.

The ensemble spectra for the complex, compared to the spectra obtained from the sum of all single-complex spectra, can be seen in Fig. 10.4. For the ensemble we have excitation, fluorescence and fluorescence excitation anisotropy spectra. It can be seen that the excitation spectrum of the ensemble is narrower than the summed excitation spectrum of single complexes, also the fluorescence spectra are more red-shifted in single-complex spectra. Based on this data, we set out to construct a theoretical model that would explain the characteristics of both ensemble and single-complex spectra while explaining the differences and sources for possible biasing in single-complex spectra.

The theoretical model used is described in detail in the theory section. In principle, we upgraded the disorder model from our previous works to account for the distribution of single-complex spectra, mainly by adding an elliptic disorder model [60].
Figure 10.4. Comparison between ensemble modelling (dotted and filled lines) and experiment (solid lines). Bulk ensemble absorption (blue), fluorescence (red), and fluorescence excitation anisotropy (dark green) spectra of LH2 complexes from *Rps. acidophila* measured at 4.5 K are compared to the sum of the excitation (black) and the summed fluorescence (dark red) spectra of 26 individual complexes recorded at 1.2 K. The two minima of the florescence anisotropy spectrum, indicated by arrows, are associated with the edges of the B850 exciton state manifold. The spectra in the lower panel are normalized with respect to the B850 absorption/fluorescence peak intensity.

We fitted the model to the experimental ensemble data and then steered the fitting to keep the measured Huang-Rhys factors within the region predicted by the model, maintaining the ensemble fit at the same time. The modelled ensemble spectra can be seen next to experimental ensemble spectra in Fig. 10.4. It can be seen that the model is capable of reproducing the excitation, fluorescence and fluorescence excitation anisotropy spectra on a satisfactory level. This shows that the model is applicable on the ensemble scale. The small discrepancies might come from the fact that the ensemble spectra were likely not from the exactly same sample and were definitely collected at different times, and therefore the modelling might not work as well as it should [146,147].

To study the applicability of the model on the single-complex scale, we attempted to reproduce the same distribution of individual single-complex spectra. The results of this analysis can be seen in Fig. 10.5 (a), where we superimpose the distribution of measured complexes and complexes predicted by the theoretical model. To be also able to verify the intra-complex disorder, we provide the medians and first and third quartiles of the distributions of respective parameters. It can be seen that the measured spectra overlap with the theoretically predicted spectra, but the theoretically predicted spectrum is wider, as expected.
Figure 10.5. (a) Modelled $k = 0$ state Huang-Rhys factors $S_0$ and ZPL positions for 50 single complexes (50 realizations of inter-complex disorder corresponding to 50 complexes and 500 realizations of internal disorder per complex) as red and fitted factors from fitting of single-complex spectra as black box plots (same 17 complexes as in Fig. 10.3). The symbol in the middle shows the position of the median of the ZPL and Huang-Rhys factor distributions and the error bars show the first and third quartiles of the respective distributions for each complex. (b) The histogram of all fitted $S_0$ Huang-Rhys factors (black) and the histogram of the model (red, calculated for an ensemble of 5000 realizations of both inter- and intra-complex disorder). It can be seen that the experimental spectra are exclusively from the polaronic tail of the histogram. (b) and (c) represent the same analysis for the peak positions and FWHMs of individual smoothed spectra from single complexes. In this case, all of the 26 measured complexes could be taken into account and plotted.

In figure 10.5 (b) we provide the histogram of the determined Huang-Rhys factors, sampled from 5000 realizations of both inter- and intra-complex disorder. When this is compared to the histogram of Huang-Rhys factors obtained from the experiment, it is evident that the single-complex experiment is heavily biased towards the higher Huang-Rhys factor complexes, which we called polaron-like in this work due their more pronounced characteristics, such as high red-shifts and splitting of the B850 band.

To verify that the bias is not caused by the Huang-Rhys factor fitting step, we also smoothed all of the individual single-complex spectra with a Gaussian with the FWHM of 110 cm$^{-1}$ and then determined the peak positions and FWHMs of the resulting smooth spectra. The results of this analysis, alongside
modelling results for the same approach, can be found in the Fig. 10.5 (c) and (d). The processing and plotting of this data was done as in Fig. 10.5 (a) and (b), although, since fitting was not needed, all of the measured single complexes could be used. It can be seen that the behaviour is identical to that of the Huang-Rhys factors and therefore we can conclude that the fitting step does not introduce additional biases.

Figure 10.5 also shows that there is a clear dependency between the Huang-Rhys factors and ZPL positions from any complex. Qualitatively the more self-trapped states are more red-shifted and have higher Huang-Rhys factors. This likely comes from the fact that the STE traps into the lowest possible energy configuration, which is a set of low-energy states within the B850 ring. The lower the energy of those states is, the more the exciton self-traps into that region, causing a lower delocalization length and a higher participation ratio, which leads to a higher Huang-Rhys factor.

While the behaviour seen in the LH2 complex seems very similar to what was reported in Paper I for simpler pigments, the mechanisms behind these are likely different, since in the case of the LH2 complex the excitonic interaction and self-trapping are the culprits. In the case of the simpler pigments, the exact reason for the dependency between the ZPLs and Huang-Rhys factors remains to be discovered. The same mechanism should eventually be introduced into the current excitonic mode.

A set of modelled single molecules spectra can be found in Fig. 10.6. There, four calculated examples of summed spectra, analogous to Fig. 10.1 are shown. It can be seen that the spectral characteristics of complexes vary greatly. It can also be seen that complexes that exhibit higher Huang-Rhys factors have generally more red-shifted emission spectra and generally more split B850 band. Therefore it is also evident why the sum of the excitation and fluorescence spectra of all measured complexes behaves as it does compared to the ensemble spectra. When the measurement is biased toward more self-trapped states, the resulting summed B850 band would be wider and the fluorescence more red-shifted. It can also be seen that more trapped complexes exhibit wider exciton zone, which has been predicted earlier also [148].

All in all, these effects also explain the differences between the ensemble spectra and single-complex spectra in Fig. 10.4. Our conclusion is that only very polaronic complexes were included in single-complex measurements. These complexes exhibit both more red-shifted emission spectra and more split fluorescence spectra, therefore the sum of the spectra from these complexes would be wider for absorption and more red-shifted for emission.
Figure 10.6. Examples of modelled single-complex spectra, integrated over time (comparable to Fig. 10.1). Absorption spectra are shown as blue filled lines, emission spectra as red filled lines. Different panels contain spectra from different complexes, the distribution of $S_0$ Huang-Rhys factors (histogram) is shown for each complex in lower right. From lower to upper the spectra become more polaronic, (d) being the most excitonic and the (a) the most polaronic.

The reasons for this selection could come from the fact that the more red-shifted spectra are easier to measure, since it is easier to block out the exciting laser light.

In Fig. 10.7 (a) we show that the relative intensities of emission are smaller for the less self-trapped states, leading to a good explanation to the experimental bias: the complexes measured were just significantly brighter and therefore easier to measure in the single-complex experiment.

In Fig. 10.7 (b) we also present the distribution of ZPL energies in an ensemble. It is clearly visible that the measured complexes are on the low-energy side of this distribution. The same histogram holds also deeper importance to the modelling of the LH2 complex: it is at the same time the
distribution of $k = 0$ states and the inhomogeneous distribution function used in
the fluorescence line-narrowing studies. The distribution is far from being a
Gaussian, as a long tail of states extends to the low-energy tail.

This data also is significant for the conventional theory of fluorescence line
narrowing: in the current approach of modelling, the $\Delta$FLN and FLN spectra
cannot be used in case of excitonic interaction and disorder, as the Huang-Rhys
factors change greatly and the IDF is far from Gaussian, leading to the update in
the $\Delta$FLN and FLN equations, as described in the theory section.

To show the general dependencies between the widths of spectra and to
exemplify the experimental bias once more, in the most clear and robust way, we
provide the peak positions and FWHMs for a set of 50 calculated summed
fluorescence spectra and the summed spectra of the 26 measured complexes, all
smoothed with a Gaussian with the FWHM of 110 cm$^{-1}$, alongside each other. The
results in Fig. 10.8 show that the model produces a clear dependency between the
widths of spectra and their peak positions and that the narrower and less red-shifted
complexes are clearly absent from the present experimental dataset.

![Graph showing dependence between intensity and ZPL positions with (a) calculated data and (b) experimental data.](image-url)
As an added detail, this model confirmed that the site Huang-Rhys factor has to be very high, around 8.8, as already discussed in the previous chapter. Also, we managed to determine that the major source of inter-complex disorder is the elliptic disorder, which is relatively static in time. The intra-complex disorder is minor, but essential to model the variances within the spectra from a single complex (as in Fig. 10.3).

**Figure 10.8.** Dependence between the peaks and widths of the smoothed sums of single-complex emission spectra. The experimentally measured 26 complexes are shown as squares and the modeled 50 complexes as red circles.
SUMMARY AND THE MAIN RESULTS

We set out to better understand the excitonic interactions in photosynthetic light-harvesting complexes and to test the resilience of the photosynthetic excitons against rising temperatures and increasing levels of organizational complexity.

Toward this end, we performed measurements on LH2, one of the role models of photosynthetic antenna exciton systems, as well as on other bacterial LH complexes. Some simpler molecules that are important to photosynthesis were also studied. To analyse the spectral behaviour seen in the experiments, we constructed a disordered self-trapped exciton model to predict the characteristics and thermal evolution of excitons. As a result, we were able to interpret a wide set of experimental results from fluorescence, absorption, and fluorescence excitation anisotropy studies. Most importantly, we managed to prove that excitons remain valid for isolated LH2 complexes at room temperature and that their characteristics change only a little compared to the low-temperature limit.

We then moved on to measurements of light-harvesting samples of increasing complexity, from isolated complexes to full photosynthetic membranes, and even to complete bacterial cells at room temperature. While the signatures of excitons are weak at biological conditions (mostly due to depolarization due to other components of the cell and widening of spectral lineshapes), they are definitely present.

To characterize these biologically relevant excitons in more detail, we thoroughly studied their spectra at low temperatures, first in ensembles and later in single complexes. Based on single complex spectra, a very detailed model was developed, explaining all the main characteristics of photosynthetic self-trapped excitons, and especially, revealing the disorder effect on the spectral behaviour of the complexes.

The main results of this work are as follows:

- Excitons are present in the cells of photosynthetic bacteria at physiological conditions.
- Higher temperatures have only a small effect on the exciton coupling energy and the exciton band width for the antenna complexes from purple bacteria. The exciton band in different complexes (LH2 and LH1) shrinks only by 8 to 16 %, respectively, between the cryogenic and physiological temperatures.
- The disordered self-trapped exciton model adequately describes the main spectroscopic properties of excitons in LH2 complexes studied in this work, confirming that self-trapping is an essential feature of photosynthetic excitons.
• Interpretation of the single complex spectra necessarily requires distinction between the inter- and intra-complex disorders and we assembled a new theoretical model to describe that.
• The coupling to phonons greatly increases when BCHls are integrated into the protein matrix of light-harvesting complexes, compared to the same pigments in localized or in weakly excitonically interacting systems.
SUMMARY IN ESTONIAN

Lokaliseerunud fotosünteetilised eksitonid

Töö põhieesmärgiks oli fotosünteetilistes kompleksides esinevat eksitoninteraktsiooni, eriti eksitonide iselõksustumist, paremini ülepeada ja uurida kui hästi peab fotosünteetilises valgukompleksides esinev eksitoninteraktsioon vastu, kui temperatuur ja süsteemide keerukust tõsta.


Seejärel liikusime edasi erinevate valgust koguvate komplekside uurimise juurde, tõstes süsteemi keerukust isoleeritud kompleksidest membraanideni, mis sisaldasid mitut tüüpi kompleks, ja lõpuks jõudisime tõusetavate bakteririkkude toatemperatuuril. Kuigi eksitonide tundemärgid on bioloogilistes tingimustes tingimustes nõrgad (tõenäoliseliselt põhilisel muude rakus olevate komponentide depolariiseriva mõju tõttu), jääb eksitoninteraktsiooni tuevus ligilähedaseks absoluutse nulli lähedal eraldadud kompleksides mõõdetuuga.

Nende, nüüd ka tõestatult bioloogilist tähelepanu omavate eksitonide täpsemaks iseloomustamiseks uurisime nende spektreid madalatel temperatuuridel, esialgu suurtel ansamblites ja hiljem ühekaupa. Ühe kompleksi spektroskoopiale tuginedes lõime väga detailse spektreid, mis seletab kõiki iselõksustunud eksitonide põhilisi omadusi ja eriti nende sisemise korrastamuse mõju spektraalsele käitumisele.

Selle töö põhifigurised on:

- Eksitonid eksisteerivad fotosünteesivate bakterite rakkudes füüsio-logiilistes temperatuuridel.
- Temperatuuri tõstmine mõjutab eksitoninteraktsiooni tuevust ning eksitoninteraktsiooni laiust vähe. Eksitonrida laius väheneb temperatuuri tõustes väga madalatel krüoogenilistel temperatuuridel toatemperatuurini erinevates kompleksides (LH2 ja LH1) ainult vastavalt 8–16%.
- Korrastamuse ja iselõksustumisega eksitonmudel kirjeldab LH2 kompleksides esinevate eksitonide spektroskoopilisi omadusi piisavalt hästi, näidates, et iselõksustumine on fotosünteetiliste eksitonide oluline omadus.
Me leidsime, et ühe kompleksi spektrite interpreteerimiseks on vaja eristada kompleksisisest ja kompleksivälist korrastamust ning panime selleks kokku uudse mudeli.

Foononinteraktsiooni tugevus suureneb oluliselt, kui fotosünteetilised pigmendid paigutada valgust kogu kontakte antennikomplekside koosseisu võrreldes samade pigmentidega nõrga vastastikmõjuga süsteemides.
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