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1. Introduction

The Standard Model (SM) is still regarded as one of the most successful theories in modern physics due to its realm and predictive power. It describes three of the four fundamental forces – strong, weak and electromagnetic – mediated by and acting on elementary particles such as gluons, weak bosons, photons, quarks, leptons and neutrinos. The Higgs boson, theorized about fifty years ago, was discovered in 2012 by the ATLAS and CMS experiments [1, 2]. With the recent advances in high energy physics (HEP) and continuous upgrades of the LHC detectors, it is now possible to access the Higgs properties via precision studies. One of the most intriguing aspects yet to test is the coupling of the Higgs boson to the top quark, the heaviest known elementary particle to date. This thesis presents a state of the art analysis of the interaction by searching for $t\bar{t}h$ events in $h \to \tau\tau$ decay channel with the focus on $3\ell + 1\tau_h$ signature. Our goal is to measure the cross section of the signal process.

The thesis is divided into three chapters, each supported by appendices that give a more detailed overview of the topics that are partially or insufficiently explained in the available university courses. The first chapter describes the mathematical foundations of the SM and motivates the necessity of a Higgs boson on experimental and theoretical grounds. This is followed by section 2.3 about Higgs phenomenology, which explores the dominant Higgs production and decay mechanisms, with emphasis on $t\bar{t}h$ production and $h \to \tau\tau$ decay mode. The importance of Higgs-to-top coupling for current physics, as well as the novelty aspect of $3\ell + 1\tau_h$ signature are also explained there.

The second chapter is devoted to a description of the experimental apparatus, in particular the LHC ring (section 3.1) and the CMS detector (section 3.2). All of the analyzed data used in the present work have been recorded with the CMS detector, the physical parameters of which define and constrain the analysis strategy. Each of the subdetectors, their working principles and design-driven specifications are documented. The CMS collaboration has developed sophisticated trigger systems to handle high collision rates, which are also outlined in the text.

The third chapter presents the analysis, first by listing relevant Monte Carlo (MC) simulations and datasets obtained during 2016 data-taking period. The next section (4.2) is dedicated to object reconstruction, i.e. an algorithmic framework which translates raw information to high-level physics objects representing either leptons, jets or hadronic $\tau$ decay products (denoted by $\tau_h$). The third section (4.3) provides a list of conditions imposed on the reconstructed objects, with the aim to select signal events and reject background as much as possible. Imperfections of MC simulations w.r.t data are corrected by appropriately weighing the selected MC events. Special attention is paid to model backgrounds due to the misidentification of non-prompt leptons as prompt ones. Finally, systematic uncertainties, signal extraction method and final results are given in section 4.4.

It is important to stress that the analysis presented here is not my individual work, but a joint effort between my home institute, NICPB, and Cornell, LLR and Notre Dame universities, which all independently implemented their versions of the analysis. My contribution to implementation of the analysis developed by the NICPB team includes: synchronization between different institutes participating in the analysis; preparation of data and MC samples for processing; development, troubleshooting and solving technical issues in our framework; implementation of the matrix element method (MEM) for $t\bar{t}h$
signal and $t\bar{t}Z$ background processes that correspond to $3\ell + 1\tau_h$ final state. The analysis is implemented mostly in C++ and Python programming languages, and is hosted in a public repository [3]. My implementation of the MEM is available at [4]. The analysis of $t\bar{t}h$ production with final states involving $\tau_h$, including the work I am about to present, has already been published in [5].
2. The Standard Model & the Higgs boson

The Standard Model (SM) is the best description of particle physics to date, as its predictive power and mathematical consistency have been repeatedly proven by the measurements of its parameters in particle accelerators. The first groundwork of the SM was laid out by Glashow, Salam and Weinberg with the electroweak unification in the 1960s [6–8], and with the development of QCD by Fritzsch, Gell-Mann, Gross, Wilczek and Zweig (among many others) in the following decade [9–12]. The SM explains ~ 5% of the matter-energy content in the Universe and three fundamental forces: the strong, weak and electromagnetic interactions. The elements that are responsible for the remaining 95% of the energy budget of the Universe, as well as the fourth fundamental force (gravity) do not find a description within this theory.

The matter particles (fermions) span three generations of quarks and leptons. The force carriers (gauge bosons) are gluons, the $W^\pm$ and $Z$ bosons, and photons, which mediate strong, weak and electromagnetic force, respectively. The SM also includes one scalar particle, the Higgs boson, which is responsible for explaining the masses of quarks, leptons and weak interaction gauge bosons through the spontaneous symmetry breaking (SSB) implemented by Higgs mechanism [13–18]. The existence of this particle has been experimentally verified in 2012 by the ATLAS and CMS collaborations [1, 2], whose combined analyses estimated Higgs mass to be $m_h = 125.09$ GeV [19].

The following discussion about the theoretical settings is mainly adapted from [20–23], numerical values are taken from [24]. The first section (2.1) gives a brief overview of the SM in absence of the Higgs boson; the second section (2.2) extends the framework by including the Higgs boson and examines its consequences; the third section (2.3) explores Higgs decay and production mechanisms. Einstein summation convention, i.e. summing over repeated indices is assumed throughout this text.

2.1. The Standard Model

The SM is encapsulated in a Lagrangian density, which omitting mass terms can be written as

$$L_{\text{SM, massless}} = -\frac{1}{4} \left( G^{\mu\nu}_a G_{\mu\nu}^a + W^a_{\mu\nu} W^{\mu\nu}_a + B_{\mu\nu} B^{\mu\nu} \right) + i \bar{E}_L \rlap{/}D E_L + i \bar{E}_R \rlap{/}D E_R + i \bar{Q}_L \rlap{/}D Q_L + i \bar{u}_R \rlap{/}D u_R + i \bar{d}_R \rlap{/}D d_R , \tag{2.1}$$

where $\rlap{/}D = \gamma^\mu D_\mu$ is the slashed covariant derivative and $\gamma^\mu$ denotes the Dirac matrices. The first three terms are the gauge field strength tensors of gluon fields $\{G^\mu_a\}_{a=1}^8$, electroweak (EW) fields $\{W^i_\mu\}_{i=1}^3$ and field $B_\mu$, respectively. A particular field strength tensor $A_{\mu\nu} = T_i A^i_{\mu\nu}$ is defined via commutator of the covariant derivative:

$$D^{\mu}_A \equiv \partial_\mu + ig_A A_\mu \equiv \partial_\mu + ig_A T_i A^i_{\mu} , \tag{2.2}$$

As always, every field and the operators induced thereof depend on the spacetime coordinates $x$.

The partial derivative is implicitly multiplied by an identity matrix of necessary dimensions in order to match the representation of the generators.
so that

\[ A_{\mu
u} = (ig_A)^{-1} \left[ D^A_{\mu}, D^A_{\nu} \right] = \partial_{[\mu} A_{\nu]} + ig_A [A_{\mu}, A_{\nu}] = \left( \partial_{[\mu} A^c_{\nu]} - g_A f^{abc} A^a_{\mu} A^b_{\nu} \right) T_c. \] (2.3)

The gauge field \( A^i_{\mu} \) corresponds to one of the fields \( G^i_{\mu} \), \( W^i_{\mu} \) or \( B_{\mu} \) in (2.2) and (2.3), and the gauge field strength tensor \( A_{\mu\nu}^i \) corresponds to one of the tensors \( G^{i\mu\nu} \), \( W^{i\mu\nu} \) or \( B_{\mu\nu} \) in (2.1). The quantities \( g_A, T_a \) and \( f^{abc} \) refer to the (real) gauge coupling, generators (in a particular representation) and structure constants\(^3\) of a gauge group, respectively. The structure constants \( f^{abc} \) are defined by the commutation relation \([T_a, T_b] = if^{abc}T_c\). The non-Abelian generators are expected to follow the Killing form \( \text{Tr}(T_aT_b) = \frac{1}{2}\delta_{ab} \) so that

\[ \text{Tr} A^2 = \text{Tr}(A_{\mu\nu}A_{\mu\nu}) = A_{\mu\nu}A_{\mu\nu}^\dagger \text{Tr}(T_iT_j) = \frac{1}{2} A_{\mu\nu}^i A_{\mu\nu}^{i\dagger} \] (2.4)

holds. Given the local gauge transformation law \( \psi \rightarrow U(\alpha)\psi \) specified by the action of a unitary operator \( U(\alpha) = e^{i\alpha(x)T} \) on a field \( \psi \), the gauge field itself is required to transform according to

\[ A_{\mu} \rightarrow A'_{\mu} = U(\alpha)A_{\mu}U(\alpha)^\dagger + ig_A^{-1} (\partial_{\mu} U(\alpha)) U(\alpha)^\dagger \Rightarrow \] (2.5)
\[ A'_{\mu} \rightarrow A''_{\mu} = A'_{\mu} - g_A^{-1} D^A_{\mu} \alpha_i + \mathcal{O}(\alpha^2), \] (2.6)

to preserve the gauge invariance of the Lagrangian density. Because the covariant derivative is expected to transform according to \( D^A_{\mu} \rightarrow D'_{\mu} = U(\alpha) D^A_{\mu} U(\alpha)^\dagger \), the interaction terms in (2.1) remain gauge invariant. The same holds for the kinetic terms as well, since

\[ \text{Tr} A^2 \rightarrow \text{Tr} A'^2 = \text{Tr}(A'_{\mu\nu}A'^{\mu\nu}) = \text{Tr} \left( U(\alpha) A_{\mu\nu} U(\alpha)^\dagger U(\alpha) A_{\mu\nu} U(\alpha)^\dagger \right) = \text{Tr} A^2, \] (2.7)

where we used cyclic property of the trace.

The SM Lagrangian density is invariant under the local transformations of the \( SU(3)_C \times SU(2)_L \times U(1)_Y \) gauge group, where the subindex \( C \) stands for color charge, \( L \) weak isospin on left-handed fields and \( Y \) the hypercharge\(^4\), each corresponding to gauge fields \( \{G^i_{\mu}\}_{i=1}^{8}, \{W^i_{\mu}\}_{i=1}^{3} \) and \( B_{\mu} \). When the full group acts on a multiplet \( \psi \) (i.e. fields rearranged into a tuple), the corresponding transformation can be expressed as

\[ \psi \rightarrow \exp \left( ig_3 \alpha(x) t + ig_2 \omega(x) T + ig_1 \beta(x) \frac{Y}{2} \right) \psi, \] (2.9)

where \( t \) and \( T \) are the generators of \( SU(3)_C \) and \( SU(2)_L \) groups in some representation, while \( Y \) is the hypercharge of the field \( \psi \). The matrices representing the generators are required to be hermitian and traceless. It should be noted that the structure constants of \( SU(2) \) group coincide with the Levi-Civita symbol \( (\varepsilon_{ijk}) \); the \( U(1) \) group has no structure constants since it is Abelian. Finally, the real-valued differentiable functions

---

\(^3\) The structure constants are absent for Abelian groups and therefore can be replaced with zero.

\(^4\) The subindex \( Y \) is commonly used to distinguish it from the residual electromagnetic gauge group \( U(1) \) left by the SSB.
\(\alpha(x), \omega(x)\) and \(\beta(x)\) are arbitrary coefficients which specify a group element and, therefore, a particular transformation.

The full covariant derivative therefore reads

\[
D_\mu = \partial_\mu - ig_S G_\mu(x) t - ig_2 W_\mu(x) T - ig_1 B_\mu(x) \frac{Y}{2},
\]

where we have wrote explicitly the dependence of the gauge fields on spacetime coordinates. However, the experiments suggest that not all fermions transform the same way as in (2.9): leptons do not participate in strong interactions and right-handed fermions do not partake in weak interactions (that explains the conventional subscript of \(SU(2)_L\) as it acts only on the left-handed fields). That is why both quarks and leptons in (2.1) are separated into right-handed (subscript \(R\)) and left-handed (\(L\)) Weyl fields depending on their chirality. Thus, experimental evidence suggest the following arrangement of \(SU(2)_L\) multiplets:

\[
Q_L \equiv (Q^\alpha_L) \equiv \left(\begin{array}{c}
u^\alpha \\
\bar{d}^\alpha \\
\bar{s}^\alpha \\
\bar{b}^\alpha \\
\bar{t}^\alpha
\end{array}\right)_L \equiv \left(\begin{array}{c}
u^\alpha \\
\bar{d}^\alpha \\
\bar{s}_L \\
\bar{b}_L \\
\bar{t}_L
\end{array}\right)_L,
\]

\[
d_R \equiv (d^\alpha_R) \equiv \left(\begin{array}{c}
u^\alpha \\
\bar{s}^\alpha \\
\bar{b}^\alpha \\
\bar{t}^\alpha
\end{array}\right)_R \equiv \left(\begin{array}{c}
u^\alpha \\
\bar{s}_R \\
\bar{b}_R \\
\bar{t}_R
\end{array}\right)_R,
\]

\[
E_L \equiv (e^\alpha_L) \equiv \left(\begin{array}{c}
u^\alpha \\
\bar{e}^\alpha \\
\bar{\mu} \\
\bar{\tau}
\end{array}\right)_L \equiv \left(\begin{array}{c}
u^\alpha \\
\bar{e}_L \\
\bar{\mu}_L \\
\bar{\tau}_L
\end{array}\right)_L,
\]

\[
E_R \equiv (e^\alpha_R) \equiv \left(\begin{array}{c}
u^\alpha \\
\bar{e}^\alpha \\
\bar{\mu}_R \\
\bar{\tau}_R
\end{array}\right)_R \equiv \left(\begin{array}{c}
u^\alpha \\
\bar{e}_R \\
\bar{\mu}_R \\
\bar{\tau}_R
\end{array}\right)_R.
\]

The first line is for left-handed up and down type quarks; the second line shows right-handed up and down type quarks; the third line denotes left- and right-handed leptons. As always, summation over generation index \(i\) and flavor is assumed in (2.1). The \(SU(3)\) color indices \(\alpha\) run over the three color charges (\(\alpha \in \{R, G, B\}\)). The notation above assumes interaction eigenstates in contrast to mass eigenstates.

One can already anticipate that the representation of \(G_{SM}\) is different for each fermion group above; in its full glory the representation can be written as

\[
\text{rep}(G_{SM}) = (3, 2, 1/3) \oplus (3, 1, 1/3) \oplus (3, 1, -2/3) \oplus (1, 2, -1) \oplus (1, 1, -2),
\]

where the first entry of each triplet denotes \(\text{rep}(SU(3)_C)\), the second entry \(\text{rep}(SU(2)_L)\) and the third shows the hypercharge \(Y\) under \(U(1)_Y\). The representation (2.14) also dictates the representation of the generators in (2.9): \(\text{rep}(SU(3)_C)\) is fundamental (Gell-Mann matrices\(^5\)) on triplets, but is missing on doublets and singlets; \(\text{rep}(SU(2)_L)\) is adjoint on triplets, fundamental (Pauli matrices\(^5\)) on doublets and missing on singlets; \(\text{rep}(U(1)_Y)\) is always an identity matrix of necessary dimensions, but the hypercharges differ across the described fermion groups.

In conclusion:

- there are eight gluon fields arising from \(SU(3)_C\) and four vector bosons coming from \(SU(2)_L \times U(1)_Y\) covering the EW sector;

- two weak flavors in three different \(SU(3)_C\) colors per one mass generation amounts to 18 four-component Dirac spinors (or 36 left- and right-handed two-component Weyl spinors) for quarks, from which

\(^5\)The matrices are multiplied by a factor of 1/2 so that the Killing form would be respected.
– the left-handed quarks form nine doublets (three flavor doublets per each color) under $SU(2)_L$ and six color triplets (one per flavor) under $SU(3)_C$;

– the right-handed quarks form only color triplets for the six flavors, but the up- and down-type quarks have different hypercharges;

- the three generations of leptons amounts to three Dirac spinors (or six left- and right-handed Weyl spinors), from which

  – the left-handed leptons combined with left-handed neutrinos form three $SU(2)_L$ doublets;
  
  – the right-handed leptons are singlets under the non-Abelian groups;

- we assume that there are no right-handed neutrinos.

Thus, there are 45 Weyl fields in total, plus their adjoint versions.

2.2. The Higgs boson

So far we have omitted mass terms in the SM Lagrangian density (2.1) for multiple reasons. First, gauge invariance forbids massive gauge bosons, but the measurements show that the weak-interaction gauge bosons do have masses. In other words, we cannot add the term $\frac{1}{2}m_{W_i}^2W_i^\mu W_i^{\mu}$ to the Lagrangian density as it would otherwise spoil the gauge invariance (compare to (2.6)):

$$\frac{1}{2}m_{W_i}^2W_i^\mu W_i^{\mu} \rightarrow \frac{1}{2}m_{W_i}^2W_i^\mu W_i^{\mu} = \frac{1}{2}m_{W_i}^2\left(W_i^\mu - g_2^{-1}\partial_\mu \alpha_i + \varepsilon_{ijk}W_i^\mu \alpha_k\right) \times \left(W_i^\mu - g_2^{-1}\partial_\mu \alpha_i + \varepsilon_{ilm}W_i^\mu \alpha_m\right) \neq \frac{1}{2}m_{W_i}^2W_i^\mu W_i^{\mu}.$$  \hspace{1cm} (2.15)

Similar reasoning holds for the charged fermions as well: a simple inclusion of Dirac mass terms in the Lagrangian density (2.1) would break its gauge invariance, even though they are measured to be massive. To see why, consider a generic fermion mass term

$$m\bar{\psi}\psi = m(\bar{\psi}_L + \bar{\psi}_R)(\psi_L + \psi_R) = m(\bar{\psi}_L\psi_R + \bar{\psi}_R\psi_L).$$  \hspace{1cm} (2.16)

Since all left-handed fermions transform differently compared to their right-handed counterparts (see (2.14)), we conclude that such mass term would indeed break the gauge invariance of (2.1).

Finally, massive $SU(2)_L$ admits longitudinal $WW$-scattering the total cross section of which grows like $s^2$ (with increasing c.o.m energy $\sqrt{s}$), thereby violating perturbative unitarity at $\sim 1$ TeV scale by crossing the Froissart bound [25] (for a brief summary see e.g. [26, section 2.3]).

The said problems are solved by considering a complex scalar Higgs field $\phi$ in an $SU(2)_L$-doublet. The most general Lagrangian density that satisfies these requirements reads

$$\mathcal{L}_\phi = |D\phi|^2 - V(\phi) \quad \text{with} \quad V(\phi) = \mu^2 |\phi|^2 + \lambda \left(|\phi|^2\right)^2, \quad \phi = \frac{1}{\sqrt{2}} \left(\phi_1 + i\phi_2\right), \quad (\phi_3 + i\phi_4),$$  \hspace{1cm} (2.17)

Note that $\bar{\psi}_L\psi_L = \left(\bar{\psi}_L\frac{1+\gamma^5}{2}\right) \cdot \left(\frac{1-\gamma^5}{2}\psi\right) = \frac{1}{2} \bar{\psi} \left[1 - (\gamma^5)^2\right]_{=0} \psi = 0$; the same argument holds for $\bar{\psi}_R\psi_R$. 
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where each of the fields \( \{ \phi_i(x) \}_{i=1}^4 \) is real-valued. Unitarity requires the coupling \( \lambda \) to be real and per vacuum stability condition it also must be positive because otherwise the Hamiltonian density \( \mathcal{H}_0 \supset \lambda (|\phi|^2)^2 \) would be unbounded from below and possesses no ground state. Let us consider the field values \( \phi' \equiv \arg \min V(\phi) \) at which the potential is minimized:

\[
\left| \frac{dV(\phi)}{d|\phi|^2} \right|_{\phi'} = \mu^2 + 2\lambda |\phi'|^2 = \mu^2 + \lambda \sum_{i=1}^4 \phi_i'^2 \equiv 0 \Rightarrow \sum_{i=1}^4 \phi_i'^2 = -\frac{\mu^2}{\lambda} \geq 0. \tag{2.18}
\]

Evidently, if \( \mu^2 > 0 \) the potential acquires minimum at \( |\phi|^2 = 0 \), which is exemplified in fig. 2.1. This is uninteresting because it would only introduce a new particle with mass \( \mu \) to the SM, which does not solve any of the aforementioned problems. We have a more compelling case, though, if \( \mu^2 \) is negative: the minimum of the potential proves to be non-zero, which consequently means that in the ground state, \( \phi \) reaches a non-zero vacuum expectation value (VEV):

\[
\langle \phi \rangle = \langle 0 | \phi | 0 \rangle \neq 0, \tag{2.19}
\]

i.e. the state of lowest energy is not at \( |\phi| = 0 \), but near the minimum of the potential \( V(\phi) \). In order to bring out a particle with vanishing VEV, we can use the three d.o.f of \( SU(2)_L \) to gauge away all but one field in \( \phi \) and expand its quantum fluctuations \( h(x) \) around the VEV of the Higgs field:

\[
\phi(x) = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ v + h(x) \end{pmatrix}, \tag{2.20}
\]

where \( \langle h \rangle = 0 \), thus setting

\[
\langle \phi \rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ v \end{pmatrix}, \tag{2.21}
\]

as intended. This gauge choice is commonly known as unitary gauge. The field \( h \) is given a particle interpretation: it is the Higgs boson. Note that the gauge transformation (2.9) with the coefficients

\[
\omega_1(x) = \omega_2(x) = 0 \quad \text{and} \quad g_2\omega_3(x) = g_1\beta(x) \tag{2.22}
\]
on the field \( \phi \) would still leave the VEV (2.21) intact. These d.o.f correspond to a massless photon as we will later show. The true vacuum state broke the overall \( SU(2)_L \times U(1)_Y \) symmetry, although the Lagrangian density (2.1) still remains invariant under \( SU(2)_L \times U(1)_Y \) transformations. Therefore, we refer to this phenomenon as spontaneous symmetry breaking (SSB).

Let us expand the kinetic term of \( \mathcal{L}_\phi \) (c.f. appendix A.2 for more detailed derivation):

\[
|D\phi|^2 = \frac{1}{2}(\partial h)^2 + \frac{g_2^2}{4} W^- W^+(v+h)^2 + \frac{g_1^2 + g_2^2}{8} Z^2 (v+h)^2, \tag{2.23}
\]

where we have set \( Y = 1 \) in order to keep the VEV and the field \( h \) electrically neutral (see the reasoning in appendix A.1). The expansion (2.23) used the following identifications for the \( W^\pm \) and \( Z \) boson:

\[
W^\pm \equiv \frac{W_1 \mp iW_2}{\sqrt{2}}, \quad Z \equiv \frac{g_2 W_3 - g_1 B}{\sqrt{g_1^2 + g_2^2}}, \quad A \equiv \frac{g_1 W_3 + g_2 B}{\sqrt{g_1^2 + g_2^2}}. \tag{2.24}
\]
The fourth field $A$, orthogonal to $Z$, does not couple to $h$ nor does it obtain mass from the Higgs field, hence we interpret it as the photon field. The quadratic terms of (2.23) result in the masses of $W^{\pm}$ and $Z$:

$$m_W = v g_2 \frac{g_2}{2} \quad \text{and} \quad m_Z = v \sqrt{g_1^2 + g_2^2} \frac{g_2}{2}, \quad (2.25)$$
or equivalently the couplings $g_2 = 2m_W/v$ and $g_1 = 2\sqrt{m_Z^2 - m_W^2}/v$, thereby implying $2m_W > m_Z > m_W$ if $g_1 < g_2$. The kinetic part also incorporated additional interactions with the Higgs particle $h$. Although the $WW$-scattering with the new fields (2.24) still possess divergence, it can be canceled by the additional contribution involving the exchange of the Higgs particle. The last consequence of (2.17) comes from the potential term $V(\phi)$ which, by recognizing $\mu^2 = -\lambda v^2$, yields quartic and cubic self-interactions, as well as the mass term (c.f. appendix A.3):

$$\mathcal{L}_{V\phi} = -\frac{\lambda}{4} h^4 - \lambda v h^3 - \lambda v^2 h^2,$$

where we have omitted constants due to VEV. The Higgs mass simply reads

$$m_h = v \sqrt{2\lambda}. \quad (2.27)$$

![Figure 2.1: Higgs potential $V(\phi)$ for the cases $\mu^2 > 0$ (dashed) and $\mu^2 < 0$ (solid). The parameters $|\mu| \approx 88.39$ GeV and $\lambda \approx 0.129$ are calculated from the minimum requirements $\mu^2 = -\lambda v^2$ and (2.27), obtained from the measured values $m_h \approx 125.0$ GeV and $v \approx 246$ GeV [24]. The minimum of $V(\phi)$ lies at $v/\sqrt{2}$, in accordance with (2.21).](image)

The Lagrangian density (2.1) admits all kinds of renormalizable terms which remain invariant under the gauge transformation (2.9). This allows us to recover lepton masses if we add Yukawa couplings involving Higgs and leptons:

$$\mathcal{L}_{\ell,\text{Yukawa}} = -y_{\ell i} \bar{E}_R \phi E_L + \text{h.c.}, \quad (2.28)$$

where $y_{\ell i}$ refers to (real) Yukawa coupling constant the mass dimension of which is zero. Once SSB has taken place, we may replace the Higgs doublet $\phi$ with (2.20), yielding

$$\mathcal{L}_{\ell,\text{Yukawa}} = -\frac{y_{\ell i}}{\sqrt{2}} [ (v + h) \bar{e}_R^i e_L^i + \text{h.c.}] \overset{(2.16)}{=} -\frac{y_{\ell i}}{\sqrt{2}} (v + h) \bar{e}_R^i e_L^i, \quad (2.29)$$
from which the masses of the leptons can be easily read off:

\[ m_{\ell i} = v y_{\ell i} \sqrt{2}. \]  

(2.30)

The mechanism also predicts new interactions between the Higgs and leptons with the coupling strength \( m_{\ell_i}/v \). The mass and interaction eigenstates of the leptons coincide.

Finally, the quark masses are obtained by introducing another gauge-invariant term which models Higgs coupling to quarks:

\[
L_{q, \text{Yukawa}} = -y_{q_i}^u \bar{u}_L^i \phi^0 Q_L^i - y_{q_i}^d \bar{d}_R^i \phi^0 Q_L^i + \text{h.c.},
\]

(2.31)

where \( \phi^0 \) stands for charge-conjugated Higgs doublet (see appendix A.1 for more information). The mass and interaction eigenstates of the leptons coincide.

The four matrices \( \{U, D\}_{L,R} \) relate interaction eigenstates \( \{u, d\}_{L,R} \) to the mass eigenstates \( \{u', d'\}_{L,R} \) via

\[
u_{L,R} = U_{L,R} u_{L,R}, \quad d_{L,R} = D_{L,R} d_{L,R}.
\]

(2.34)

Thus, the Yukawa contribution (2.31) is completely diagonalizable and therefore easily expressed in the mass eigenstates of the quarks (for more convincing explanation see A.4):

\[
L_{q, \text{Yukawa}} = -m_{q_i} \bar{q}_i^0 q_i^0 - y_{q_i}^{qqh} \bar{q}_i q_i^h h,
\]

(2.35)

where \( \{q_i\}_{i=1}^6 \) stands for all quark flavors. The Yukawa coupling \( y_{q_i}^{qqh} \) is proportional to the masses:

\[
y_{q_i}^{qqh} = \frac{\sqrt{2} m_{q_i}}{v}, \quad \text{or equivalently} \quad m_{q_i} = v \frac{y_{q_i}^{qqh}}{\sqrt{2}}.
\]

(2.36)

When we apply the same change of basis to the interaction term of the left-handed quarks, we obtain

\[
i \bar{Q}_L \phi Q_L \supset \frac{g_2}{\sqrt{2}} (\bar{u}_L^i V W^+ d_L^i + \bar{d}_L^i V^\dagger W^- u_L^i).
\]

(2.37)

The mass and interaction eigenstates are related by the Cabbibo-Kobayashi-Maskawa (CKM) matrix, which is defined by \( V = U_L D_L \). Since the CKM matrix is not equal to an identity matrix, we conclude that the physical quarks change flavor when interacting with the \( W^\pm \)-bosons. The interactions involving \( Z \) boson do not change flavor of the quarks or leptons, though, because the associated operator \( T_3 - s^2_w Q \) is diagonal.

In conclusion, the Higgs boson simultaneously solves multiple problems of the SM the fermions and weak gauge bosons gain masses through Higgs mechanism. The \( WW \)-scattering in this framework respects the unitary bound thanks to additional Higgs exchange which suppresses the cross section back to perturbatively unitary scales. Interestingly, VEV of the Higgs field has given masses to all massive particles (c.f. (2.25), (2.27), (2.30), (2.36)), while implying new interactions with the Higgs boson arising from the field. The final Lagrangian density of the SM includes contributions from (2.1), (2.23), (2.17), (2.29) and (2.35).
2.3. Higgs phenomenology

The SM we have described so far predicts various interactions involving the Higgs boson, its decay width $\Gamma_h$ and branching ratios, which were commonly parametrized by its mass $m_h$ before its discovery, as shown in fig. 2.2 (for the definitions see appendix A.5). Given that the Higgs mass has been measured to $m_h = 125.09$ GeV [27, p 29]. Although instrumental resolution of $O(1.5$ GeV) limits direct detection of off-shell Higgs production, ATLAS and CMS collaborations have nevertheless studied this property by investigating its branching ratios and model-dependent off-shell couplings, thereby providing upper limits compatible with the SM estimation [24, p 193][28].

![Graphs showing Higgs width (a) and branching ratios (b) on Higgs mass](image)

**Figure 2.2:** Dependence of Higgs width (a) and branching ratios (b) on Higgs mass [29]. The theoretical uncertainties in (b) are indicated as bands. Explicit values are given in table D.3 in the appendix.

Higgs boson is a short-lived particle that does not appear in initial or final states at colliders. The above picture confirms the picture presented in the previous section with Higgs boson decaying into same-flavor opposite sign (SFOS) pair of fermions or into a pair of vector bosons $W^\pm W^\mp$ or $ZZ$. However, according to the SM the Higgs does not couple to massless bosons directly, and the $gg$, $\gamma\gamma$ and $Z\gamma$ pair production via Higgs channel takes place through fermion or vector boson loop as shown in fig. 2.3.

![Feynman diagrams](image)

**Figure 2.3:** Feynman diagrams for loop-induced decays $h \rightarrow gg/\gamma\gamma/Z\gamma$.

As we already know from (2.30) and (2.36), the interaction strength between Higgs and fermions is proportional to the fermion masses, so, naively, one would assume that
the Higgs would most likely decay into top-antitop pair as they have the largest mass amongst the SM fermions. However, the mass of a single top quark is $m_t = 173.21\text{ GeV}$ ($\Gamma_t = 1.41\text{ GeV}$) which would require either the decay products or the Higgs itself to be very off-shell, rendering the probability of such process basically zero. Thus, the dominating fermionic decay channel is actually $h \rightarrow b\bar{b}$, followed by $h \rightarrow \tau^+\tau^-$, $h \rightarrow c\bar{c}$ and $h \rightarrow \mu^+\mu^-$. The latest numerical evaluations of fermionic decays include $\mathcal{O}(\alpha_S^2)$ massless QCD corrections$^7$ ($b\bar{b}$ and $c\bar{c}$ channels) and EW corrections at NLO ($b\bar{b}$, $c\bar{c}$ and $\tau^+\tau^-$), leaving about 0.1% and 1% uncertainty because of truncated perturbative series [30, 31]. The $b\bar{b}$ and $\tau^+\tau^-$ decay modes are rather disfavored due to large backgrounds and poor mass resolution (10-15% of $m_h$).

The direct decay of Higgs boson into massive vector bosons requires at least one of the decay products to be off-shell$^8$ because on-shell diboson mass exceeds the Higgs boson mass. Additional neutrinos in leptonic $h \rightarrow WW^*$ decays increase the mass resolution of reconstructed Higgs up to 20%. In diphotonic ($h \rightarrow \gamma\gamma$) and fully leptonic $h \rightarrow ZZ^* \rightarrow 4\ell$ decays.

$^7$The coupling parameter $\alpha_S$ is defined by the relation $\alpha_S \equiv \frac{g^2}{4\pi}$, analogous to the definition of (electromagnetic) fine-structure constant $\alpha \equiv \frac{e^2}{4\pi}$.

$^8$Off-shell decay products are often marked with an asterisk in literature.
decays, the reconstructed Higgs mass resolution is just at the 1-2% level, which is the reason why both channels lead to the discovery of the boson.

The fermion loop of $h \to gg$ is dominated by top and bottom quarks because they are the most massive fermions, thus having the strongest coupling to the Higgs, without the requirement of being on-shell. The QCD corrections to the gluon decay channel via top loop are known up to $\mathcal{O}(\alpha_S^2)$, leaving about a 3% uncertainty due to the renormalization scale [34]. The EW corrections have been calculated up to two loops with 1% uncertainty from missing higher order contributions [35]. The $W$-boson loop contributes mostly to diphotonic decay, which destructively interferes with the top loop, leading to $\sim 30\%$ reduction in partial decay width of the diphotonic channel [21, p 21]. The calculation has been carried out up to NLO at 1% uncertainty [36]. Finally, the $Z\gamma$ channel is also dominated by the $W$ loop (followed by top, bottom and $\tau$ loop), the calculations of which have been implemented only at LO, leaving an estimated 5% of residual uncertainty [37].

![Feynman diagrams for Higgs production.](image)

Figure 2.5: Feynman diagrams for Higgs production. Figure (b) is a prime example of initial state radiation (ISR) in which an incoming quark emits a gluon that later hadronizes in the final state, thereby producing a hadronic jet. The $b\bar{b}h$ production is similar to $t\bar{t}h$ but its cross section has dropped to that of $t\bar{t}h$ at current LHC energies (see fig. 2.2(b)). Explicit Feynman diagram corresponding to $3\ell + 1\tau_h$ signature is shown in fig. 4.1.

There are four main Higgs production mechanisms: gluon-gluon fusion (GGF) (fig. 2.5(a)), vector boson fusion (VBF) (fig. 2.5(c)-(e)), Higgs Strahlung or associated production with $W/Z$ (fig. 2.5(f)) and $t\bar{t}h$ production (fig. 2.5(g)). The cross sections of each production modes are plotted as a function of c.o.m energy in fig. 2.4, exact values at current Higgs
mass and LHC energies are given in table D.1 in the appendix.

At LO, GGF comprises the same diagrams that enter the $h \rightarrow gg$ decay, which means that mostly top and bottom quarks participate in the fermion loop. This mode dominates Higgs production as it makes up about 85\% of the total inclusive\textsuperscript{9} Higgs cross section at the LHC. QCD corrections to GGF are very important because NLO contributions increase the production cross section by 80\% and NNLO corrections add another 30\% [24, p 176]; EW effects at NLO add mere 5\% to the cross section [38]. In practice, the corrections might manifest themselves as jets in particle accelerators through ISR (see fig. 2.5(b)).

The second largest cross section at the LHC is VBF mechanism ($qq \rightarrow hqq$) in which the quarks scatter by exchanging weak gauge bosons that radiate the Higgs boson. The signature of such process typically involves two energetic hadronic jets arising from the scattered quarks, positioned back-to-back along the collision axis [24, p 177]. The cross section of VBF is about one tenth of GGF, which includes QCD (EW) contributions up to NNLO (NLO) level, reducing the residual scale uncertainties to about 2\% [39, 40].

The third most probable Higgs production mechanism is Higgs \textit{Strahlung}, or associated $W/Z$ production with Higgs. Initial quark-antiquark pair annihilates into $W$ or $Z$, which then radiates off a Higgs boson ($q\bar{q} \rightarrow hW$ and $q\bar{q} \rightarrow hZ$). If the mediated vector boson is a $W$, then the initiating quarks must have different flavors. Their combined production cross section is about 60\% of VBF, the QCD (EW) corrections of which are known up to NNLO (NLO) [41].

The rarest main production mechanism is $t\bar{t}h$ because the initiating partons (i.e. gluons and quarks) must have a combined mass of at least $2m_t + m_h$, much higher than competing production modes. The cross section of such process makes up about one third of combined cross section of Higgs \textit{Strahlung} at current operating energy of the LHC. Efforts at evaluating NLO QCD corrections show a moderate 20\% increase in its cross section [42].

\textbf{Figure 2.6:} Dominant Feynman diagrams of $thq$ process ($t$-channel). The bottom quark may originate from gluon splitting.

\begin{figure}[h]
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\caption{Dominant Feynman diagrams of $thq$ process ($t$-channel). The bottom quark may originate from gluon splitting.}
\end{figure}

In contrast to GGF mediated by a top loop, the $t\bar{t}h$ process offers a direct access to Higgs-to-top Yukawa coupling $y_t$. Possible deviations from its SM value $y_t \simeq 1$ would motivate alternative explanations beyond the SM (BSM). Also, precise measurements of $y_t$ enable the search for non-SM particles participating in loop-induced Higgs production and decay. One would argue that production of Higgs with a single top quark has lower mass threshold and therefore would be more favorable for probing $y_t$. However, the $pp \rightarrow thq$ production suffers destructive interference (c.f. fig. 2.6) which reduces the cross section by a factor of five w.r.t that of $t\bar{t}h$, and therefore makes it more difficult to detect than

\textsuperscript{9} It means that all processes which involve Higgs production contribute to inclusive Higgs cross section.
Unfortunately, $t\bar{t}h$ is insensitive to the sign of $y_t$ – if anomalous (i.e. negative), it would hint to BSM physics. Furthermore, precision studies of $y_t$ could also provide some insight into the stability of Higgs vacuum and BSM energy scales [43].

![MSTW 2008 LO 68% CL, $Q = 14$ TeV](image)

**Figure 2.7:** Various parton distribution functions (PDFs) evaluated at current LHC energy $\sqrt{s} = 14$ TeV as a function of Bjorken variable $x$. Recreated from [44].

![Feynman diagrams](image)

**Figure 2.8:** The leftmost Feynman diagram depicts the „skeleton” of $t\bar{t}h/t\bar{t}Z$ production under the assumption that $t \to bW$ (c.f. (A.21)). The small Feynman diagrams on the right and bottom show possible decay modes. Symbol $\ell$ stands for either electron ($e$) or muon ($\mu$).

Considering the fact that LHC performs $pp$-collisions at $\sqrt{s} = 14$ TeV, the most likely initial partons are gluons, followed by $gq$, $qq'$ and $q\bar{q}$. There are several reasons for this: firstly, valence quarks inside a proton are $u$, $u$ and $d$, which means that an antiquark must come from the „sea of quarks”. Secondly, at as high energies as the LHC is operating today, the sea parton of an accelerating proton consist mostly of gluons. Fig. 2.7 illustrates the point: the smaller the longitudinal momentum fraction $x$ of a colliding hadron w.r.t the c.o.m energy, the more likely it is that this fraction translates into an incoming gluon in a hard scattering event. For instance, let us consider $t\bar{t}h$ production at the LHC. This process needs a minimum energy of $2m_t + m_h$, which (albeit simplistic approximation) corresponds
to momentum ratio (also known as Bjorken variable) \( x = (2m_t + m_h)/\sqrt{s} \approx 3.4 \times 10^{-2} \).

According to fig. 2.7, the process (at the mass threshold) is therefore at least 100 times more likely to be initiated by a gluon pair than a quark-antiquark pair.

In this work we concentrate on the \( t\bar{t}h \) production where the Higgs decays into a pair of \( \tau \) leptons. The „skeleton“ of this process is depicted in fig. 2.8, where we explicitly distinguish \( \tau \) decays from other leptonic decays. Since the \( \tau \) lepton has a mean lifetime of \( 2.90 \times 10^{-13} \) s, it does not appear in finale states at colliders, rather it decays leptonically \( (\tau^+ \rightarrow \ell^+ \nu_\ell \bar{\nu}_\tau) \) in 35% of the cases or hadronically \( (\tau^+ \rightarrow \tau_h^+ \bar{\nu}_\tau) \) in 65% of the time (see table D.2 for precise branching ratios). We define hadronic and leptonic \( \tau \) decays as mutually exclusive – any non-leptonic decay is by definition hadronic decay.

Previous studies on \( t\bar{t}H \) production are summarized in table 2.1. Regarding \( t\bar{t}h(\rightarrow \tau^+\tau^-) \) case involving hadronic \( \tau \) decay products, only the following signal regions have previously been covered: two same-charged leptons (electrons or muons) with one hadronic \( \tau \) decay product (symbolically \( 2\ell SS + 1\tau_h \), where \( SS \) stands for same-sign) done by the ATLAS (at \( \sqrt{s} = 8, 13 \) TeV) and CMS (\( \sqrt{s} = 13 \) TeV) collaborations [45–49]; and one lepton with two hadronic \( \tau \) decay products (symbolically \( 1\ell + 2\tau_h \)) by both CMS and ATLAS (\( \sqrt{s} = 7, 8 \) TeV) [45, 46, 50]. Latest analysis in this production-decay mode at CMS includes new \( 3\ell + 1\tau_h \) category, which this thesis now focuses on [5]. Considerable background processes which have to be accounted for in this signal region (SR) include \( t\bar{t}Z \) (also shown in fig. 2.8) and so-called self-background \( h \rightarrow W^*W \).

<table>
<thead>
<tr>
<th>( n\ell )</th>
<th>( \gamma\gamma )</th>
<th>( W^<em>W/ZZ^</em>/\tau^+\tau^- )</th>
<th>( b\bar{b} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1\ell</td>
<td>( \text{A@7, 8}[45, 51]&amp;@13[47, 52], \text{C@7, 8}[50]&amp;@13[53, 54] )</td>
<td>( \times )</td>
<td>( \text{A@8}[45, 55]&amp;@13[47, 56], \text{C@7, 8}[50, 57]&amp;@13[58] )</td>
</tr>
<tr>
<td>2\ell</td>
<td>( \text{A@7, 8}[45, 51], \text{C@13}[53] )</td>
<td>( \text{A@8}[45, 46]&amp;@13[47, 48], \text{C@7, 8}[50]&amp;@13[59, 60] )</td>
<td>( \text{A@8}[45, 55]&amp;@13[47, 56], \text{C@7, 8}[50, 57]&amp;@13[54, 58] )</td>
</tr>
<tr>
<td>( \ell + 1\tau_h )</td>
<td>( \times )</td>
<td>( \text{A@8}[45, 46]&amp;@13[47, 48], \text{C@13}[49] )</td>
<td>( \times )</td>
</tr>
<tr>
<td>( \ell + 2\tau_h )</td>
<td>( \times )</td>
<td>( \text{A@8}[45, 46], \text{C@7, 8}[50] )</td>
<td>( \times )</td>
</tr>
<tr>
<td>3\ell</td>
<td>( \times )</td>
<td>( \text{A@8}[45, 46]&amp;@13[47, 48], \text{C@7, 8}[50]&amp;@13[59, 60] )</td>
<td>( \times )</td>
</tr>
<tr>
<td>4\ell</td>
<td>( \times )</td>
<td>( \text{A@8}[45, 46]&amp;@13[47, 48], \text{C@7, 8}[50]&amp;@13[60] )</td>
<td>( \times )</td>
</tr>
</tbody>
</table>

**Table 2.1:** Summary of studies on \( t\bar{t}h \) performed at the LHC classified by exclusive lepton signal regions. Letters A and C stand for ATLAS and CMS, respectively; number(s) followed by @ symbol indicate the energies at which the data had been collected and analyzed. In the context of \( t\bar{t}h \) production the decay modes \( WW^*/ZZ^*/\tau^+\tau^- \) give rise to multiple leptons which is why the analyses thereof are oftentimes referred to as multilepton analyses.

The final figure extracted from the analyses is measurement of the signal rate \( \mu \), defined as ratio of measured cross section to the SM prediction:

\[
\mu = \frac{\sigma}{\sigma_{SM}}.
\]  

(2.38)

Since the Yukawa coupling \( y_t \) enters to \( t\bar{t}h \) cross section at tree-level in quadrature \( (\sigma_{t\bar{t}h} \propto y_t^2) \), statistically significant measurements of \( \mu \) can provide information about the true value of \( y_t \).
3. Experimental setup

This section gives an overview of the Large Hadron Collider (LHC) [61] and one of its main detectors – the Compact Muon Solenoid (CMS) [62] experiment.

3.1. The LHC

The LHC, built by CERN (European Organization for Nuclear Research) between 1998 and 2008, is a hadron-hadron collider installed in the former LEP (Large Electron-Positron Collider) tunnel near Geneva, Switzerland. The repurposed accelerator ring is 27 km in circumference and located about 100 m below the ground level. The machine has taken data for analysis since April 2010, starting from $\sqrt{s} = 7$ TeV, and has currently reached $\sqrt{s} = 13$ TeV, just 1 TeV short of its design energy for the proton-proton ($pp$) collisions. The LHC primarily accelerates protons, although experiments with proton-lead ($p$-Pb) and lead-lead (Pb-Pb) collisions have also been conducted for periods of few weeks prior to each scheduled shutdown of the machine.

With 1232 superconducting dipole magnets guiding the beams through a circular path, the coils generating 8.3 T magnetic field have to be cooled down with liquid He$_4$ to a fixed temperature of 1.9 K to avoid quenching$^1$. The accelerator accommodates two separate hadron beams that travel in opposite directions. Some 392 quadrupole magnets focus the beams at four interaction regions (IRs) so that they would cross inside the detectors.

The LHC has two general-purpose detectors – ATLAS and CMS – located at IR1 and IR5, respectively (see fig. 3.1). The remaining two detectors are used for dedicated research: ALICE (A Large Ion Collider Experiment) for studying Pb-Pb collisions and quark-gluon plasma, and LHCb (LHC beauty) specializing in $b$-physics and $CP$-violation, both residing at IR2 and IR8, correspondingly. Other LHC experiments smaller in scale reuse the same IRs of the larger detectors: LHCf (LHC forward) at IR1, MoEDAL (Monopole and Exotics Detector at the LHC) at IR8 and TOTEM (TOTal Elastic and diffractive cross section Measurement) at IR5.

The acceleration of hadrons proceeds through a series of different pre-accelerators not shown in fig. 3.1. The initial system is the linear accelerator LINAC2 (or LINAC3 for Pb) that generates 50 MeV protons, followed by the Proton Synchroton Booster (PSB) which pushes the energy to 1.4 GeV. The particles are next injected to the Proton Synchroton (PS), where they are lumped together into proton bunches and subsequently accelerated to 25 GeV. In the final pre-acceleration stage at the Super Proton Synchroton (SPS) their energy is increased to 450 GeV, upon which the particles are injected into the LHC ring at IR2 (also called Beam 1) and IR8 (Beam 2) such that the former beam would travel clockwise and the latter anti-clockwise. The final acceleration from 450 GeV to 6.5 TeV is performed within the LHC. Since the beam degrades over time mainly due to collisions at the IRs of the experiments and therefore would not provide sufficient event statistics for data analyses, the beam will be „dumped” or redirected to an absorbing block at Point 6 after $\sim 10$ h [61, p 6]. In order to maintain a high lifetime of the beams, the requirements for the vacuum are very stringent inside the beam line ($10^{-10}$ mbar).

---

$^1$A magnetic quench occurs when the superconducting magnet loses its superconductivity, in which large electric current causes a significant heating that damages the magnet.
The beam consists of 2808 proton bunches separated by 25 ns per design, each bunch initially containing about $1.15 \times 10^{11}$ protons. An estimate for the instantaneous collision rate is given by the formula

$$\frac{dN}{dt} = \mathcal{L}\sigma,$$

where $N$ is the number of collisions or “events”, $t$ denotes time, $\sigma$ the interaction cross section and $\mathcal{L}$ the instantaneous luminosity. Simple inspection of (3.1) shows that the instantaneous luminosity has the dimensions of event flux (events per unit time and area). The total number of collisions is therefore

$$N = L\sigma \quad \text{with} \quad L \equiv \int dt \mathcal{L},$$

where $L$ denotes the integrated luminosity. A peak luminosity of $1.5 \times 10^{34} \text{cm}^{-2} \text{s}^{-1}$ was reached at the end of 2016 (see fig. 3.2(b)). The integrated luminosity serves as a measurement of collected data size and is often expressed in the units of inverse cross section (typically $\text{fb}^{-1}$).
Assuming Gaussian profile that the density of protons in the bunches follows in three dimensions, the instantaneous luminosity can be expressed by

$$\mathcal{L} = \frac{\gamma f N_b N_p^2}{4\pi \varepsilon_n \beta^*} \cdot \mathcal{R}(\theta_c, \varepsilon_n, \beta^*, s), \quad (3.3)$$

where $\gamma = \sqrt{s}/(2m_p)$ is the Lorentz factor of the proton beams, $m_p$ denotes the proton mass, $f$ the revolution frequency of the bunches in the storage ring, $N_b$ the number of bunches per beam, $N_p$ the number of protons per bunch, $\varepsilon_n$ the normalized transverse beam emittance and $\beta^*$ the so-called betatron function ($\beta$-function at collision point). The reduction factor $\mathcal{R}$ captures imperfections that are due to beams crossing at non-zero angle $\theta_c$, offset of the beam lines from their designated paths, finite length $s$ covered by the detector along the beam line, hourglass effect (i.e. dependence of transverse beam size on the longitudinal position) and other effects due to simplifications [64]. The transverse emittance quantifies the momentum and spatial distribution of the protons inside a bunch, whereas the $\beta$-function regulates the beam envelope at the collision point. The LHC design parameters are given in table 3.1.

<table>
<thead>
<tr>
<th>$\sqrt{s}$ (TeV)</th>
<th>$N_b$</th>
<th>$N_p$</th>
<th>$\beta^*$</th>
<th>$\varepsilon_n$ (µrad)</th>
<th>$\theta_c$ (µrad)</th>
<th>$f$ (MHz)</th>
<th>$\sigma_s$ (mm)</th>
<th>$\sigma^*$ (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>2808</td>
<td>$1.15 \times 10^{11}$</td>
<td>0.55 m</td>
<td>3.75 mm</td>
<td>285</td>
<td>11.245 kHz</td>
<td>7.55 mm</td>
<td>16.7 µm</td>
</tr>
</tbody>
</table>

Table 3.1: Some LHC design parameters, valid for the ATLAS and the CMS experiments [64]. The symbols $\sigma_s$ and $\sigma^*$ denote the bunch length and the effective transversal size of a bunch at collision point, respectively.

According to fig. 2.4(b) and eq. (3.1), the total event rate should be $10^9$ Hz. However, 40% of the $pp$ interactions are elastic scattering events that do not actually produce any new particles [65]. Given that an estimated $N_b f \approx 3 \times 10^7$ bunch crossings happens every second, about 20 non-elastic $pp$ interactions occur on average per bunch crossing. The
ATLAS and CMS detectors must be able to distinguish the particles originating from the $t\bar{t}h$ production event from the particles produced in other $pp$ interactions in the same (in-time pileup, PU) or previous/subsequent (out-of-time PU) bunch crossings.

### 3.2. The CMS detector

The main feature of the CMS detector is a superconducting solenoid magnet of length 12.5 m and diameter 6 m that generates $|\mathbf{B}| = 4$ T magnetic field directed along Beam 1 inside the coil. The purpose of the magnet is to bend the trajectory of a charged particle subject to the usual Lorentz force, $\mathbf{F} = (q/m) \cdot \mathbf{p} \times \mathbf{B}$, hence providing a way to measure the momentum $\mathbf{p}$ and the charge-to-mass ratio $q/m$ of the particle. The axis of the coil coincides with the beam line. The detector components are placed around the magnet in modular manner as shown in fig. 3.3, thereby allowing to detect particles over almost the full $4\pi$ solid angle. Starting from the core and moving radially outside, the main components of the detector are tracker, calorimeters, solenoid magnet and muon detectors, all of which are enclosed within the return yoke of the magnet, a compositional steel structure weighing 12 000 t. The coordinate system is explained in appendix B.

![Figure 3.3: A cutaway view of the CMS detector [66]. Detector elements that form cylinders around the beam line are called the „barrel” region, whereas detector elements that are arranged in planes perpendicular to the beam line are called the „endcap” regions.](image-url)
3.2.1. Silicon tracker

The silicon tracker consists of 2 to 3 layers of pixel detectors, surrounded by 10 to 12 layers of strip detectors. The pixel detector\(^2\) consists of three 54 cm long and 285 µm thick barrel layers (BPIX), installed at radii of 4.4 cm, 7.3 cm and 10.2 cm parallel to the beam line, which are complemented by two endcap disks (FPIX) 6-15 cm in radius, installed at longitudinal distance of ±34.5 cm and ±56.5 cm from the interaction point. The first BPIX layer covers pseudorapidity region \(|\eta| < 2.5\). If a charged particle passes through a pixel, it loses some energy by ionizing the Si atoms inside the pixel, upon which the created electrons and holes, subject to a bias voltage, will drift towards the electrodes, where the charge is read out. With a size of 100 µm × 150 µm, the pixels provide a very high spatial resolution that is used to „seed” track reconstruction algorithms.

The silicon strip detector is subdivided into 4-layer TIB (Tracker Inner Barrel) and 6-disk (3 per side) TID (Tracker Inner Disk) regions, both of which are surrounded by 6-layer Tracker Outer Barrel (TOB) extending to 18-disk (9 per side) TEC± (Tracker EndCap) regions. The strip detector is installed at a radial distance 20 cm to 116 cm to the beam line. In contrast to TIB and TOB regions, where the layers are parallel to the beam line, disks in TID and TEC± are positioned perpendicular to the beam line in slightly tilted (stereo) configuration and manufactured in different shapes and sizes for maximum spatial coverage and efficiency. In principle, the silicon strip detector operates similarly to the pixel detector: sensors register charge impulses generated by a charged particle passing through the silicon strip. Reduced particle flux outside of the pixel detector allows to use longer silicon micro-strips than in the pixel detector (typically 10 cm × 80 µm in TIB/TID and 25 cm × 180 µm in TOB). This design choice is also motivated by the fact that the instrumentation has to cover a larger volume which, besides costing a lot of money, would otherwise over-occupy the regions with cabling and electronics if the sensor dimensions are kept the same. The pixel and strip detectors are cooled to an operating temperature of about −10°C, which helps to reduce damage caused by radiation.

3.2.2. Calorimeters

The purpose of calorimeters is to measure the energy of particles by completely absorbing them: photons and electrons are stopped within the volume of the electromagnetic calorimeter (ECAL), while hadrons typically traverse the ECAL and get stopped in the hadronic calorimeter (HCAL), which is located farther away from the interaction point than the ECAL. When an electron enters the ECAL, it causes a bremsstrahlung photon to be emitted. The bremsstrahlung photon in turn interacts with the material and creates an electron-positron pair. The sequence of these interactions produces a shower-like cascade of electron-positron pairs and bremsstrahlung photons until all of the energy has been exhausted. The energy of the initial electron decreases as \(E(X) = E_0 \cdot e^{-X/X_0}\), when traversing a distance \(X\) in the ECAL. The radiation length \(X_0\) is a material property. Good ECAL materials have large \(X_0\), which allows for compact calorimeters. Another important material property is Molière radius, which is a measure of the transversal span.

\(^2\)At the time of writing the pixel detector has been upgraded to 4 BPIX and 3 FPIX layers (among other things like the replacement of readout chips (ROCs)) [67]. These changes should mitigate readout losses at current luminosities [68].
of the showers (w.r.t the direction of the particle initiating the shower) containing on average 90% of the energy.

In principle, HCALs work similarly: incident neutral or charged hadrons enter the material which creates a cascade of other hadrons (mostly pions) until their energy falls below the threshold for the inelastic collisions to continue. The hadrons produced in the cascade have lower energy, so that the cascade eventually stops. Analogously to radiation length in ECALs, the longitudinal development of hadronic showers in HCAL material is characterized by nuclear interaction length $\lambda_I$.

The ECAL of the CMS detector consists of 61200 (7324) lead tungstate crystals PbWO$_4$ in the barrel (one endcap) region. The scintillating crystals are very dense (8.28 g cm$^{-3}$), optically transparent and resilient to radiation. Besides, they also provide a very short radiation length ($X_0 = 0.89$ cm) and small Molière radius (2.2 cm). The tapered-shaped crystals in barrel (endcap) region have front-facing dimensions of 22 mm $\times$ 22 mm (28.6 mm $\times$ 28.6 mm), rear-facing dimensions of 26 mm $\times$ 26 mm (30 mm $\times$ 30 mm) and are 23 cm (22 cm) long, corresponding to 25.8$X_0$ (24.7$X_0$). A single crystal covers a solid angle of $\Delta\eta \times \Delta\phi \simeq 0.0174 \times 0.0174$. The angular coverage of the barrel (endcap) detector is $|\eta| < 1.479$ (1.479 < $|\eta|$ < 3.0). The ECAL also absorbs the energy of hadrons, since its interaction length amounts to 1.1$\lambda_I$.

The scintillation of crystals produces light peaking in the greenish-UV region (420-430 nm), 80% of which is emitted within the bunch spacing time of 25 ns. The light is collected with two types of photodetectors that are glued to the back of the crystal: two avalanche photodiodes (APDs) with an active area of 5 mm $\times$ 5 mm in EB (ECAL Barrel) and one vacuum phototriode (VPT) with an active area of 280 mm$^2$ in EE (ECAL Endcap). These photodetectors convert the collected light into electrical signals, which are further amplified, digitized and sent to off-detector electronics.

About 94% (97%) of the energy of incident electrons or photons is deposited in an array of 3 $\times$ 3 (5 $\times$ 5) crystals. Due to the silicon tracking detector that precedes the ECAL, the electrons might emit bremsstrahlung photons or the photons might convert into electron-positron pairs before reaching the ECAL. The 4T magnetic field then causes the energy deposits in the ECAL to spread out in $\phi$ direction. The energy of the incident electron or photon is reconstructed by summing the energies deposited in adjacent crystals and corrected according to calibration data, shower position, lateral leakage (EB only), energy scale, transparency measurements of the crystals by the laser monitoring system etc [69]. In general, the resolution is around 1% of the measured energy and degrades at lower energy scales, in higher $|\eta|$ regions and in the vicinity of EB module boundaries (three per EB quadrant).

The HCAL surrounds the ECAL. It is subdivided into barrel region (HB), endcaps (HE) and forward region (HF). Unlike the ECAL which is a homogeneous calorimeter, the HCAL is a sampling calorimeter, because it is constructed from alternating layers of an absorber, which initiates particle showers, and an active medium, which produces detectable signals (i.e. the active medium ‘samples’ the energy of particles in the showers).

The HB is segmented into 64 sectors in $\phi$ and 16 in $\eta$, called towers, which each cover an area of $(\Delta\phi \times \Delta\eta) = 0.087 \times 0.087$. When viewed in radial direction, each tower contains 14 layers of $\sim$ 5 cm-thick absorbing brass separated by plastic scintillator trays. When hadrons enter the calorimeter, the scintillators emit UV light which is shifted into the green spectrum by fiber-optic waveguides of 1 mm in diameter. At the end of the
waveguides hybrid photodiodes (HPDs) are installed, which convert the light to electronic signals via the photoelectric effect. The electric signals are then amplified, digitized and transmitted to the data acquisition (DAQ) system. The combined energy resolution of the HCAL is typically \( \frac{\Delta E}{E} \simeq \frac{100\%}{\sqrt{E}} \oplus 5\% \) (in GeV).

The HF calorimeter extends the angular coverage of the detector up to \(|\eta| = 5.0\). It is designed to withstand the very high radiation doses that occur close to the beam line. Instead of brass-scintillator combination that is used in other parts of HCAL, the HF uses steel as an absorber with quartz fiber optics inserted as active material. The cylindrical steel absorbant has an outer radius of 130 cm with a 25 cm diameter hole for the beam line, and is split into 18 equal sectors in the \( y-x \) plane (36 if both sides included) which are further subdivided into towers. The quartz fibers are inserted to the steel structure parallel to the beam line and measure the Cherenkov light emitted by the charged particles produced within electromagnetic or hadronic showers. The detector is housed in a hermetically sealed radiation shield made of steel and concrete, that protects the photomultipliers (PMTs) that register the light signals received from the quartz fibers from the high particle flux.

3.2.3. Muon detector

Even though a muon loses some of its energy when traversing the tracker and calorimeters, it very likely will not be stopped within these detector elements. In order to identify the muons and accurately measure their momentum, the CMS detector includes four layers of muon detectors, called stations, which are embedded in the iron return yoke of the magnet. The muon detector is separated into barrel (MB) and endcap (ME) regions, covering pseudorapidity ranges of \( |\eta| < 1.2 \) and \( 0.9 < |\eta| < 2.4 \), respectively. The muon system employs three different types of gaseous detectors: MB uses drift tube (DT) layers positioned parallel to the beam line, while ME has cathode strip chamber (CSC) layers perpendicular to the beam line. Resistive plate chambers (RPCs) are installed in the barrel and the endcap region, and provide fast signals for triggering purposes.

The muon stations contain two superlayers (SLs) that measure the muon coordinates in the \( r-\phi \) plane (SL1 and SL3), complemented by one superlayer (SL2) that provides measurements in the \( r-z \) plane, except for the outermost muon station, which is missing this layer. SL1 and SL3 are installed at maximal radial separation to provide optimal resolution to measure the transverse momentum of a muon track. Each SL contains four layers of rectangular \( 13 \text{ mm} \times 42 \text{ mm} \) cells, which are staggered by half a cell.

If a muon passes through the DT, it ionizes gas atoms inside the DT. The gas is a mixture of 85\% Ar and 15\% CO\(_2\), and is kept at atmospheric pressure. The electrons follow the electric field, which is shaped by 5 electrodes: one anode wire (+3600 V) mounted in the middle of the cell, two anode strips (+1800 V) on the outermost sides of the cell and two cathode strips (−1200 V) on the innermost sides of the cell. The electrons drift towards the anode wire at a velocity of about 55 μm/ns, which corresponds to maximum drift time of 380 ns. The muon chambers allow to determine muon position in the \( r-\phi \) plane with a resolution of typically 100 μm.

The operating principle of the CSCs installed in the MEs is similar to the DTs. Per muon station, six layers of anode wires and seven layers of cathode strips, both made of copper, are positioned almost perpendicularly to each other in an interleaved fashion
within a gas volume (40% Ar + 50% CO$_2$ + 10% CF$_4$). The strips run radially outwards, thus covering a constant $\Delta \phi$ section, whereas the wires run along $\phi$ and define the radial coordinate. When a muon passes through these chambers and ionizes the gas, the electrons drift towards the anode, while the ions move towards the cathode strip. The muon track is reconstructed based on the position of the induced surface charge distribution on the cathode strips. Compared to the DTs, the CSCs are more capable to withstand the high radiation in the endcaps (especially in ME1). They also have faster response time and finer segmentation than DTs (about 75 $\mu$m in $r$-$\phi$ for ME1 and double that for other stations).

The key elements of the RPC are two 2 mm thick high resistive bakelite plates which are positioned parallel to each other and separated by 2 mm. A high voltage of about 9 kV is applied to the plates. The gap between the anode-cathode plates contains an ionizable gas (mostly C$_2$H$_2$F$_4$). Two such single-gap pairs with metallic readout strips between them form a double-gap RPC unit. A muon passing through such system ionizes the gas molecules in the gaps. The electrons then move towards the anode plates where the charges are read out. In the barrel region, the RPCs are mounted on either side of the DT chambers in the two innermost muon stations, and precede the DT chambers in the two outermost muon stations. In the endcap, the RPCs are installed in the three innermost muon stations in the ME, thereby covering a pseudorapidity region up to $|\eta| = 1.6$. The RPC system provides a fine timing resolution of $\lesssim$ 1 ns, but fairly coarse spatial resolution of 1 cm, ideally suited for triggering purposes [70].

3.2.4. Triggers

An important component of the CMS detector is its trigger system. The purpose of the trigger system is to reduce the event rate from the 40 MHz bunch crossing frequency to an output rate of $\mathcal{O}$(100 Hz) that is suitable for event reconstruction and data storage. Event selection at the trigger level is referred to as online selection, whereas the analysis performed on the recorded data is referred to as offline selection.

The trigger system executes the online selection in two stages: first the Level-1 (L1) trigger performs a preliminary event selection based on trigger primitives that are generated by fast electronics installed on the detector before the full detector data is read out by the DAQ and processed by the high-level trigger (HLT), which performs the final decision whether or not to keep the event. The L1 trigger reduces the event rate to 100 kHz that needs to be handled by the DAQ and HLT systems. It delivers its decision within 3.2 $\mu$s, during which time the detector data is buffered in the pipelines of the detector. The HLT is implemented using a simplified version of the offline CMS event reconstruction software [71], and is executed on a cluster of commodity computers. The trigger system is depicted in fig. 3.4.

The L1 trigger reaches its final decision in multiple steps. In the first step, a set of trigger primitives are generated based on the energy deposits in the ECAL and HCAL that exceed programmable thresholds [72]. This data is combined and transmitted to the regional trigger, which builds various types of object candidates such as electrons, photons and jets. This information is propagated to the global calorimeter trigger which calculates additional quantities such as scalar and vectorial sums of transverse energies ($H_T$, $E_T$), which are subsequently passed to the global trigger. In regard to muon measurements,
all muon detectors (DTs, CSCs and RPCs in both barrel and endcap) provide trigger primitives. The global muon trigger receives the information and builds muon candidates. It then sends this information to the global trigger. The global trigger makes the decision whether to disregard the event or initiate the readout of the full event information and pass the event on to the HLT. The full event information includes information from the calorimeters and muon systems with higher spatial and energy/momentum resolution, plus the data from the silicon tracking detectors, which was not used by the L1 trigger. The schematics of the L1 trigger system is depicted in fig. 3.5.
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**Figure 3.4:** Data flow diagram of the CMS trigger and DAQ system (taken from [73]).

Once an event has been accepted by L1, the HLT algorithms perform complete reconstruction of the physics objects using a simplified version of the CMS event reconstruction software that is optimized for speed, and filter the events. There are more than 200 different triggers in the HLT, each addressing different physical aspect of the event, e.g. events containing at least one, two or three leptons of certain flavors above some $p_T$ thresholds. These so-called trigger paths have binary outputs: either the event passed the conditions and „fired” a given trigger path, or the event failed this particular path. The event is written to permanent data storage, i.e. kept for offline data analyses if at least one trigger path is fired.

The data is stored in RAW and RECO event formats, containing the digitized hits and reconstructed objects (tracks, vertices, jets, electrons, muons etc), respectively. The information stored in the RECO format is further reduced for data analysis: first to the AOD and then to the MiniAOD format. The analysis presented in this thesis is based on the most compressed form, the MiniAOD format. The data is stored and analyzed with the ROOT framework [74].
Figure 3.5: L1 trigger (adapted from [72, figure 2]).
4. The analysis

This chapter presents the analysis of $t\bar{t}h$ production in events containing three electrons or muons plus one hadronically decaying $\tau$, referred to as $3\ell+1\tau_h$ in final state. The strategy goes as follows: first, event selection is performed on simulated $t\bar{t}h$ signal and background events, as well as on the data. The event selection manipulates with particle objects, such as electrons, muons, jets and hadronic $\tau$ decay products. We follow the instructions published by various groups of experts in CMS who have developed algorithms for reconstructing and identifying the said objects. The events that are simulated by the Monte Carlo (MC) methods are corrected in order to account for the differences between the simulation and the data. Special care is taken to accurately model background contribution to the signal region (SR). This is followed by signal extraction with the help of boosted decision trees (BDTs), which are supervised machine learning methods designed to separate signal from background [75, 76]. Signal rates are obtained by means of a maximum likelihood fit to the data. The analysis code is made available at [3].

4.1. Data and MC samples

The data used in the analysis presented in this thesis has been recorded in 2016 by the CMS detector at a center-of-mass energy of $\sqrt{s} = 13$ TeV and corresponds to an integrated luminosity of $35.9\, fb^{-1}$. The events have been collected by single and double electron (muon) triggers and by triggers that are based on an electron plus muon pair in the event. The analysis considers only the data that has been taken with all detector systems being fully operational. The corresponding „good luminosity mask” is provided by the CMS Data Quality Monitoring (DQM) and Data Certification groups and is applied at the very first step of the data analysis [77, 78]. The relevant datasets are listed in table D.4 and are available via the CMS Data Aggregation System (DAS) [79]. The events have been reconstructed with version CMSSW_8_0_x of the CMS reconstruction software and are stored in MiniAOD format [71].

In order to reliably compare measured data to SM predictions, we need accurate simulations of $t\bar{t}h$ signal and of background interactions that occur in the CMS detector. Apart from the signal process ($t\bar{t}h$), the background processes considered in this analysis include: $t\bar{t}W$, $t\bar{t}Z$, $Z + \text{jets}$, $W + \text{jets}$, $t\bar{t} (+\text{jets})$, $W + \gamma + \text{jets}$, single top, diboson ($WW$, $WZ$, $ZZ$) and triboson ($WWW$, $WWZ$, $WZZ$, $ZZZ$) production and rare processes such as $t\bar{t}t\bar{t}$. The signal process assumes Higgs mass of $m_h = 125$ GeV. The events are generated from hard scattering matrix elements with MC techniques using MADGRAPH5_AMC@NLO [80], POWHEGv2 [81] and PYTHIA8 [82] software packages, the latter of which also models parton showers, hadronization and $\tau$ decays. All but $W + \gamma + \text{jets}$ and $t\bar{t} + \text{jets}$ matrix elements are evaluated beyond LO. Additional detector effects are simulated with the GEANT4 software [83–85]. Because the production of MC samples is very time-consuming, especially considering the fact that we need many events in order to arrive at statistically reliable results whatsoever, the samples are produced, validated and published by dedicated groups. The samples used in this analysis are created in 2016 production campaign, the complete list of which is given in table D.5. The MC events contain both generator (i.e. parton) level and full reconstruction information compatible with the recorded data format (MiniAOD).
4.2. Object reconstruction and identification

The CMS detector allows to reconstruct and identify photons, electrons, muons, charged hadrons and neutral hadrons. The photons deposit all their energy in the ECAL and are identified as such if their energy depositions in the ECAL are not linked to any track. Electrons are identified and their tracks reconstructed from the readings in the silicon tracker and ECAL. Muons, on the other hand, combine information from the tracker and muon detector outside of the solenoid. The charged hadrons are identified by linking the energy deposits in HCAL and ECAL with the tracker information. Similarly to photons, the neutral hadrons do not interact with the tracker material and are thus identified as such from calorimeter deposits that are not linked to any track. The hadrons and photons are clustered together into jets that are initiated by either hadronic $\tau$ decays, or by hadronization of quarks or gluons. The objects used in the analysis need to pass a preselection implemented in the software package [86]. Events passing the preselection are stored in an event format (Ntuple), the size of which is further reduced w.r.t the MiniAOD event format.

4.2.1. Electrons

Global electron tracks are reconstructed by the Particle Flow (PF) algorithm [87, 88], which uses tracks reconstructed by the Kalmar filter and Gaussian Sum Filter (GSF) methods [89], and combines them with information provided by calorimeters. The basic electron reconstruction and identification is developed by a dedicated group of experts (EGamma POG) in CMS who have published guidelines for selecting electrons based on certain quality criteria.

The first step in the reconstruction of electron tracks is to find „seeds”. These seeds may be found in the tracker (requiring two or three hits in the silicon pixel detector) or in the ECAL (requiring that the sum of energy deposits exceeds some threshold). The tracks are extrapolated to the ECAL in the former case or to the first pixel layer in the latter case, while considering both positive and negative charge hypotheses. Full tracks are built using the Kalman filter algorithm, which iteratively searches for hits in successive layers of the tracker.

However, electrons may already shower inside the tracker since the total tracker material (including front-end electronics, cooling, cabling and support structures) amounts to a radiation length of $0.5X_0$ to $2X_0$, depending on $|\eta|$. Thus, electrons may emit bremsstrahlung photons and thereby lose energy inside the tracker. Other indicators for interactions of electrons within the tracker include fewer hits in the tracker layers, sudden changes (kinks) in the curvature of the electron trajectory, and energy deposits in the ECAL that are spread out in $\phi$ direction by the magnetic field. In order to account for possible energy losses of electrons that traverse the tracker, tracks of electrons are fitted with the GSF method, which improves momentum resolution compared to the standard Kalman filter. Bremsstrahlung photons are searched in the ECAL regions in direction tangent to the GSF track at each tracker layer.

In order to distinguish electrons from jets, the EGamma POG has trained a BDT, which uses tracking information and ECAL observables of the electron candidate as input. The training has been performed for electron candidates in two $p_T$ ranges or „bins” ($p_T < 10$ GeV and $p_T > 10$ GeV) and in three $\eta$ bins ($|\eta| < 0.8$, $|\eta| \geq 0.8$ EB, EE) [90].
The BDT outputs a value between −1 and +1 for each electron candidate. An output value of −1 (+1) means that the electron candidate is likely a jet (a genuine electron). The multivariate analysis (MVA) method is not perfect in the sense that it may misclassify electron candidates: the computed scores may lead to false positives (BDT score of +1 is assigned to genuine jets) or false negatives (−1 is assigned to genuine electrons) or something in-between (electron candidates are given a score of 0). For this reason, we use a working point (WP) of the BDT – if the computed BDT score of an electron candidate is above (below) the predefined WP, we assume that the candidate is a genuine electron (a jet). The EGamma POG has published recommended WPs which we employed in this analysis (see table D.8). Lower value of the WP usually means higher efficiency for correct identification of genuine electrons (i.e. true positive rate), but also a higher misidentification rate for jets (i.e. false positive rate).

We also use another MVA trained by $t\bar{t}h$ multilepton group in order to distinguish „prompt“ leptons from „non-prompt“ leptons [49, 59]. The prompt leptons originate from leptonic $W/Z/\tau$ decays while the non-prompt leptons come from $c$ and $b$ quark decays. The MVA outputs a value between 0 and 1, whereby the non-prompt leptons are expected to have lower MVA scores than the prompt leptons. The training has been performed for electrons and muons separately based on the $t\bar{t}h$ signal and $t\bar{t} +$ jets background samples. The leptons used in the training have to pass so-called „loose“ preselection criteria described in table D.6. The table also lists the criteria for „fakeable“ and „tight“ selection of leptons. The leptons that pass the fakeable criteria (also called „fakeable leptons“) are used to estimate fake background due to non-prompt leptons (explained in section 4.3.2), whereas the leptons that pass the tight criteria („tight leptons“) are used in the signal event selection (described in section 4.3).

Commonly to all selection categories, we only consider electrons which are detected within $|\eta| < 2.5$ (corresponds to pseudorapidity covered by the innermost BPIX layer) and require its reconstructed tracks be sufficiently close to the primary vertex (PV) (see appendix B.4 for more information). We also employ an isolation condition (explained in appendix B.3), as well as photon conversion rejection. The latter removes electrons in case the track is near another track of opposite charge, or in case the track of the electron candidate is missing hits in the innermost layer of the silicon pixel detectors.

As for the track quality requirement, the reconstructed tracks of fakeable and tight leptons must hit all layers in the silicon tracker, whereas the loose leptons can miss at most one layer. Compactness requirements on the electron energy deposited in the ECAL are used in fakeable and tight categories only if their $p_T$ exceeds 30 GeV (see table D.10).

### 4.2.2. Muons

The tracks of muons are reconstructed by considering the hits in the tracker and in the muon system. Candidates for muon tracks are reconstructed in the silicon tracker and in the muon system, which are referred to as „tracker tracks“ and „standalone muons“, respectively [91]. In the „outside-in“ approach each standalone muon is extrapolated from the muon system to the tracker detector and matching to tracker tracks is performed. If successful, a global refit of the track using the standalone muon and tracker tracks is performed, resulting in a „global muon“. In the complementary „inside-out“ method, all tracker tracks with $p_T > 0.5$ GeV and $p > 2.5$ GeV are extrapolated from the tracking
detector to the muon system. Upon successful matching with at least one track stub in the muon system the pair of tracker track and muon stub is used to build a „tracker muon“. If both global and tracker muons share the same tracker track, they will be merged into a single candidate by the PF algorithm which associates energy deposits in the ECAL and HCAL to the muon.

The group of muon experts in CMS (Muon POG) has developed quality criteria to separate muons from jets [92]. The muon selection employed in the analysis (shown in table D.11) requires muon to pass the loose PF muon selection, which requires the muon candidate to be reconstructed by the PF algorithm and to be associated to either a global or to a tracker muon (or both). These conditions remove accidental matching of tracks in the muon subsystem and the tracker, as well as in-flight decays of hadrons, particularly charged pions and kaons (see table D.12), and punch-through (hadronic showers that do not stop in the HCAL and „leak“ into the muon system).

Similarly to the electron selection described in the previous section, we distinguish between „loose“, „fakeable“ and „tight“ muons, depending on whether the muon candidates pass either the loose, fakeable or tight selection criteria. The purpose of such categorization is the same as for the electrons: loose muons are input to the MVA that separates prompt leptons from non-prompt lepton; fakeable muons are used in the estimation of the fake background (described in section 4.3.2); tight muons are used in the signal event selection (described in section 4.3). Only the tight muons used in the event selection need to pass the medium PF muon selection criteria, which requires the muon candidate to have at least 80% of valid hits in the silicon tracker in order to get a better estimate for its momentum. Additional requirements include either good segment compatibility\(^1\) or so-called „good global muon” properties\(^2\).

As instantaneous luminosity increases, less hits in the silicon strip tracker were associated to reconstructed tracks due to a suboptimal configuration of the detector electronics during the first half of the 2016 data-taking period [93]. As this inefficiency negatively impacts reconstruction of medium PF muons, the Muon POG have provided a temporary fix to mitigate the issue caused by this effect.

### 4.2.3. Jets

The PF objects are clustered together into jets by the so-called anti-\(k_t\) algorithm [94]. The central pieces of the algorithm are particle-particle \((d_{ij})\) and particle-beam \((d_{iB})\) distance measures,

\[
d_{ij} = \frac{\Delta R_{ij}^2}{R^2} \min \left\{ \frac{1}{k_{T,i}^2}, \frac{1}{k_{T,j}^2} \right\} \quad \text{and} \quad d_{iB} = \frac{1}{k_{T,i}^2},
\]

where \(k_{T,i}\) is transverse momentum of the \(i\)-th particle and \(\Delta R_{ij}\) the angular separation between the \(i\)-th and the \(j\)-th particle (as explained in appendix B.3). The constant

\(^1\)At first order, the segment compatibility represents a number between 0 and 1 which is calculated as a weighted sum of segment hits \((1 - \text{a hit}; 0 - \text{no hit})\) by the extrapolated track to the muon chambers, whereby the outermost stations are given the most weight.

\(^2\)A good global muon must have a relatively good track fit in terms of \(\chi^2\) (a statistic describing closeness of the measurements-to-fit model), small number of discontinuities in the track (which indicate in-flight decays or overlapping of the candidate track with other reconstructed tracks) and a good matching between the tracker muon and the standalone muon.
\( R \) regulates the (approximate) size of the jets that are built by the algorithm. The algorithm first loops over all particles reconstructed by the PF algorithm and pairs thereof, and determines the distances \( d_{ij} \) and \( d_{iB} \) determined by (4.1). If the minimum distance happens to be between a particle and the beam (\( d_{iB} \)), the particle is classified as jet and excluded in subsequent iterations, hence providing a safeguard for collinear parton splitting. Otherwise the particle pair will be merged into a jet candidate, the two particles are removed from the list of particles that are still to be processed by the algorithm, and the newly built jet candidate is added as „particle” to the list instead. The 4-momentum of the jet is set to the sum of the 4-momenta of the two particles. The distances \( d_{ij} \) and \( d_{iB} \) are then recomputed. This process continues until the list of unprocessed particles is empty. The algorithm is robust against soft radiation, because the measure \( d_{ij} \) prefers merging of hard-soft pair over soft-soft pairs. If the distance between two jets is between \( R \) and \( 2R \), their cones are clipped based on their \( p_T \). In our analysis we use jets built with parameter \( R = 0.4 \).

The energy of jets needs to be calibrated depending on \( p_T \) and \( \eta \) of the jet to take into account for the response of the calorimeters and to remove PU effects [95]. The calibration is applied by means of jet energy corrections (JEC). Different JEC are applied to data and MC correcting for a small imperfections in the simulation of the detector response. We use 80X_mcRun2_asymptotic_2016_TrancheIV_v6 JEC for MC and 80X_dataRun2_2016SeptRepro_v7 for data, both provided by the jet energy resolution and corrections (JERC) subgroup of CMS [96].

Jets arising from the hadronization of \( b \)-quarks are identified by the CSVv2 algorithm, developed and validated by the group of experts for \( b \)-tagging and vertex fitting (BTV) POG in CMS [97]. They define loose and medium WPs corresponding to rates of 10% and 1% for light quark jets to be misidentified as \( b \)-jets, respectively. Jets used in our analysis are required to pass \( p_T > 25 \text{ GeV} \) and to be within the geometric acceptance \( |\eta| < 2.4 \). The principles of \( b \)-tagging are briefly explained in appendix B.4.

### 4.2.4. Hadronic \( \tau \) decays

Hadronic \( \tau \) decays (\( \tau_h \)) are reconstructed by the hadrons plus strips (HPS) algorithm [98, 99]. The algorithm is seeded by jets reconstructed by the anti-\( k_t \) algorithm with \( R = 0.4 \). The algorithm aims to reconstruct the main \( \tau \) decay modes: \( h^\pm, h^\pm + \pi^0, h^\pm + 2\pi^0 \) and \( h^\pm h^\mp h^\pm \), where \( h^\pm \) stands for either a charged pion (\( \pi^\pm \)) or kaon (\( K^\pm \)). The branching ratios of these decay modes are listed in table D.12.

Because of a large branching ratio for a neutral pion (\( \pi^0 \)) to decay into a photon pair, and the high probability for one of the photons to convert into an electron-positron pair while traversing the tracking detector, possibly followed by bremsstrahlung and further conversions, the algorithm reconstructs \( \pi^0 \) as clusters of photons and/or electrons that are within rectangular strips. The size of the strip in \( \phi \) direction depends inversely on the \( p_T \) of its \( e/\gamma \) constituents, while taking into account that the bending of \( e^\pm \) tracks decreases for \( e^\pm \) of high \( p_T \). The algorithm always ends in finite steps since the maximum strip size is limited (\( \Delta \phi = 0.3 \) and \( \Delta \eta = 0.15 \)).

Thus, a hadronic \( \tau \) is formed from charged hadrons and \( \pi^0 \) candidates reconstructed by the above algorithm if the reconstruction of charged hadrons and \( \pi^0 \) matches one of the decay modes given before. The 4-momentum of the \( \tau_h \) is determined by summing the
momenta of its constituents.

Because $\tau_h$ signature may be faked by hadronic jets, an MVA has been developed by the CMS group specializing in $\tau_h$ reconstruction (Tau POG) in order to separate $\tau_h$ from the jet background [100]. The BDT has been trained on genuine $\tau_h$ and jets and takes the following inputs: decay mode, scalar $p_T$ sum of its constituents, and observables that are sensitive to the lifetime of the $\tau$: $d_{xy}$ of the leading track and distance between PV and SV (secondary vertex) formed from three charged tracks in case of 3-prong decay mode. The Tau POG has provided various WPs corresponding to different signal efficiencies.

For the purpose of this analysis, we distinguish fakeable and tight $\tau_h$ based on the WP that the $\tau_h$ passes (see table D.13). The fakeable category is needed in order to apply data-to-MC corrections for the probability with which jets passing the fakeable $\tau_h$ identification criteria pass the tight $\tau_h$ identification criteria, as detailed in [101].

4.2.5. Event-level variables

The $E_T$ (missing transverse energy or MET in short) and its related variable $H_T$ (also denoted by MHT) are computed from PF objects as described in appendix B.2. A linear discriminator, defined by

$$E_T^{LD} = 0.00397 \cdot E_T + 0.00265 \cdot H_T,$$

has been developed by the $t\bar{t}h$ multilepton team, which helps to reject $Z +$ jets events [102]. We use the recommended WP of $E_T^{LD} > 0.2$ for the purpose of rejecting the $Z +$ jets background.

4.3. Event selection

To reiterate, we want to probe the Higgs-to-top coupling by measuring the $t\bar{t}h$ production cross section in events in which the $W$ boson from the top decays leptonically and the Higgs boson decays into a $\tau$ pair. By requiring one of the $\tau$ to decay leptonically and the other $\tau$ to decay hadronically, the final signature is expected to contain three leptons, one $\tau_h$ and two $b$-jets as shown in fig. 4.1. The neutrinos cannot be reconstructed as individual particles, but the vectorial sum of their transverse momenta can be inferred from the measured $E_T$. The cuts utilized in the event selection are dictated by the final signature of the signal $t\bar{t}h$ process, the geometry of the CMS detector, the quality of object reconstruction and identification, the kinematics of the dominant backgrounds contaminating the signal region, and the trigger paths used in the HLT.

First we perform a preselection meaning that we initially consider only those events that contain at least two jets (while ignoring their $b$-tagging CSV scores), three or more leptons passing loose preselection criteria and at least one $\tau_h$ passing the tight selection criteria listed in tables D.6, D.11, D.13 and D.14. This is followed by overlap removal: a set of objects are removed w.r.t other objects if they fall within predefined cone size around an object of higher priority. Muons are given the highest priority and therefore skip the cleaning step; electrons are cleaned w.r.t muons if they fall within a cone of size 0.3 around a muon; $\tau_h$ are cleaned w.r.t cleaned electrons and preselected muons using cone of size 0.3; finally, jets that fall within a cone of size 0.4 around muons, electrons or $\tau_h$ are excluded from further analysis. The overlap removal reassures that we do not
double-count the same particle as different types of objects. The removal of $\tau_h$ that overlaps with electrons or muons which pass the preselection criteria has the additional effect that it avoids the electrons or muons to be misidentified as $\tau_h$ if the electrons or muons fail the fakeable and tight selection criteria.

The final event selection requires the electrons, muons and $\tau_h$ to pass tight cuts. Selected events are required to contain exactly three leptons passing tight selection criteria, at least one $\tau_h$, and two or more jets. Either two of the jets need to pass loose WP of the CSV $b$-tagging algorithm or one jet passes the medium WP. The leading/subleading/third lepton must have $p_T$ above\(^3\) 25/10/10 GeV. In case the subleading lepton is an electron, it is required to satisfy $p_T > 15$ GeV. The charges of the three leptons (three leptons plus $\tau_h$) must add up to $\pm 1$ (zero). An event is vetoed if a pair of loose leptons have invariant mass lower\(^4\) than 12 GeV, or if there exists a same-flavor opposite sign (SFOS) lepton pair passing the tight selection with invariant mass within 10 GeV to the $Z$ boson mass. The requirement on $E_T^{LD}$ (eq. 4.2) is tightened to $E_T^{LD} > 0.3$ in case of an SFOS lepton pair because of higher possibility for $Z$ boson contamination, or omitted altogether if the event has at least four jets since $Z$ background is smaller at such high jet multiplicity.

The HLT paths used in this analysis are summarized in table D.15 which also lists event categories and primary datasets (PDs) where the trigger bits are applied. Since different triggers have recorded the same data (see table D.4), an elaborate logic has been implemented to avoid double-counting of the events in different PDs. For this reason we had to assign the triggers a priority so that lower priority trigger is ignored if the trigger of higher priority has already fired. The event selection is performed on both data and MC samples.

---

\(^3\)The (sub)leading $p_T$ cuts exceed nominal tight cuts because of the higher trigger thresholds used to collect the data.

\(^4\)This phase space region is not well modeled by the MC simulations. The cut is applied to data as well because MC and data samples should be treated on equal grounds. This cut is also effective against virtual photon conversions.
4.3.1. Data-to-MC corrections

The simulation, reconstruction and identification have intrinsic efficiencies which need to be taken into account in order for the MC samples to match the data as closely as possible. Every MC event that passes the selection is given a total weight,

$$w_{\text{tot}} = w_{\text{lumi}} \times w_{\text{PU}} \times w_{\text{trig}} \times w_{\ell} \times w_{\tau h} \times w_{b\text{-tag}},$$

where the weight $w_{\text{lumi}}$ is used to normalize MC samples to integrated luminosity $L$, given its cross section $\sigma$ and number of simulated events $N_{\text{event}}$:

$$w_{\text{lumi}} = \frac{\sigma \cdot L}{N_{\text{event}}}.$$ (4.4)

The PU weight $w_{\text{PU}}$ accounts for differences in the number of PU interactions at given luminosity, which is also reflected in the distribution of PVs.

The trigger weights are parametrized as function of $p_T$ of the two leading leptons passing the event selection:

$$w_{\text{trig}} = \varepsilon_{\text{data}}(p_{T}^{(1)}, p_{T}^{(2)}) \varepsilon_{\text{MC}}(p_{T}^{(1)}, p_{T}^{(2)}).$$ (4.5)

The trigger efficiencies in data ($\varepsilon_{\text{data}}$) and MC ($\varepsilon_{\text{MC}}$) are provided by the $t\bar{t}$ multilepton analysis [59]. They are measured from events recorded with MET trigger because it is uncorrelated with the lepton triggers.

The lepton identification efficiency $\varepsilon_{\ell}$ is split into two parts for both data and MC,

$$\varepsilon_{\ell}^X = \varepsilon_{\text{reco}\rightarrow\text{loose}}^X \varepsilon_{\text{loose}\rightarrow\text{tight}}^X, \quad X \in \{\text{data, MC}\},$$ (4.6)

where the first term represents the efficiency for reconstructed lepton to pass the loose selection, and the second term the efficiency for a loose lepton to pass the tight selection criteria. The efficiencies are different for electrons and muons, and are parametrized as function of $p_T$ and $\eta$ of the lepton. They have been measured by the $t\bar{t}$ multilepton group in both data and MC with the tag-and-probe technique [103], using $Z \rightarrow \ell^+\ell^-$ events [59]. The event weight associated with the lepton identification is expressed by the ratio of the efficiency in data to the efficiency in MC:

$$w_{\ell} = \frac{\varepsilon_{\ell}^\text{data}}{\varepsilon_{\ell}^\text{MC}}.$$ (4.7)

The efficiencies of $\tau_h$ identification are provided by the Tau POG, who determined the exact figures via the tag-and-probe method using $Z/\gamma^* \rightarrow \tau^+\tau^-$ and $W \rightarrow \tau\nu$ events [99, 104]. Following their recommendation, we apply a weight of $w_{\tau h} = 0.99$ to events where the reconstructed $\tau_h$ matches a hadronic $\tau$ decay product on generator level, i.e. is a genuine $\tau_h$ and not a fake.

The $b$-tagging weights $w_{b\text{-tag}}$ are computed by the BTV POG [97]. These weights are determined by matching the distribution of the CSV $b$-tagging discriminator in MC to the distribution of the discriminator in data in bins of jet $p_T$ and $\eta$ for different types of jets [105]. The event weight $w_{b\text{-tag}}$ of the CSV $b$-tagging discriminator is obtained taking product of the individual $b$-tagging weights of each jet.
4.3.2. Background estimation

Even though the MC samples provide a good estimation for „irreducible“ background sources such as $t\bar{t}W$, $t\bar{t}Z$ and $WZ + \text{jets}$ in the signal region (SR), there still remains a possibility for jets and leptons in $t\bar{t} + \text{jets}$ events to take such kinematic configuration that the leptons and jets are reconstructed as prompt leptons or $\tau_h$, thereby contaminating the SR. It is not feasible to model such backgrounds solely from MC simulations because this would require huge samples$^5$, as well as detailed understanding of detector and showering effects. In general, such „reducible“ fake backgrounds where non-prompt leptons (i.e. hadrons or leptons arising from quarks or gluons) are misidentified as prompt leptons can be estimated from data by the means of data-driven fake factor (FF) method.

The FF technique relates events containing non-prompt leptons to events containing lepton candidates passing fakeable or tight cuts via fake factors $F_i = f_i/(1 - f_i)$. The fake rate (FR) $f_i$ is computed for the $i$-th fakeable non-prompt lepton to pass the tight cuts from its $p_T$, $|\eta|$ and flavor. The FRs are measured from one control region (called „measurement region“) but applied to another („application region“) with the requirement that the non-prompt to prompt content in both regions are similar so that the method would not introduce any biases.

The fake background due to non-prompt leptons faking prompt ones is obtained from the application region, in which all selected leptons are required to pass the fakeable selection. To avoid overlap with the SR, the events are vetoed if all its selected fakeable leptons pass the tight selection. An event is weighed with FFs $F_i$, $F_i F_j$ ($i \neq j$) or $F_i F_2 F_3$ if the $i$-th, $i$-th and $j$-th, or all fakeable leptons fail the tight cuts. The final event yield for the fake background is obtained by summing all events according to the prescription (see appendix C.1 for derivation)

$$N_{\text{bkg}}^{ppp} = \sum_{fpp} F_1 + \sum_{pfp} F_2 + \sum_{pfj} F_3 - \sum_{fjp} F_1 F_2 - \sum_{fjp} F_1 F_3 - \sum_{fpj} F_2 F_3 + \sum_{fff} F_1 F_2 F_3.$$  (4.8)

In this analysis we estimate the fake background due to non-prompt leptons only, meaning that $\tau_h$ selection is still kept tight. The FRs have already been measured by the $t\bar{t}h$ analysis team $[60]$. As for the application region, we use data events and weigh them according to (4.8). Because the data in the measurement region includes contributions from prompt leptons, we subtract MC events with prompt leptons that enter the application region, since the fake background needs to be estimated solely from non-prompt sources. Otherwise we would overestimate the fake background in the SR. The subtraction procedure is illustrated in fig. 4.2.

We do not include the $\tau_h$ in the fake background estimation procedure, in order not to lose sensitivity of the analysis. It turns out that in about 30% of $t\bar{t}h$ events selected in the SR the reconstructed $\tau_h$ is due to a misidentified quark or gluon jet. In case the $\tau_h$ were included in the fake background estimation procedure, about 30% of $t\bar{t}h$ signal events would be considered as „fake background“ and not as „signal“, thus significantly reducing the precision with which the $t\bar{t}h$ cross section can be measured. Instead of estimating the backgrounds with three prompt leptons and a fake $\tau_h$ from data, we apply data-to-MC

$^5$ Although the probability for multijet event entering the SR is low, its production cross section is very large. We cannot simply scale the event yields to nominal cross section because of the low statistics the MC samples currently provide.
correction to events that are selected in the SR and contain $\tau_h$ which do not match to a genuine $\tau_h$, an electron or a muon on generator level. The data-to-MC corrections are determined from a $t\bar{t} +$ jets control region and are parametrized by the $p_T$ and $\eta$ of the $\tau_h$ candidate [101]. The corrections are fitted by a function linear in $p_T$. The uncertainty on the parameters of the linear function obtained from the fit are considered as systematic uncertainties.

![Figure 4.2: Composition of the SR (not to scale). The application region is defined by requiring all leptons to pass the fakeable selection but vetoing the events in which all leptons pass the tight selection criteria. The fake background estimate in the SR is computed by weighing all MC events with prompt leptons and the data with the FFs according to (4.8), followed by subtraction of the former from the latter.](image)

### 4.4. Signal extraction

Despite the effort invested to optimize the event selection to select the $t\bar{t}h$ signal, but to remove backgrounds, the SR still contains a mixture of signal and background events. There is a tradeoff between tightening the event selection and maintaining the same statistical sensitivity of the analysis: tighter cuts result in lower event yields in both signal and background, as well as in data, which in turn increase the statistical uncertainties associated with the results. In other words, it would be harder to tell the difference between statistical fluctuations and actual discovery if the final event counts are too low.

However, we still have distributions of various kinematic variables at hand, which we can combine into a discriminant, that can be used to separate the $t\bar{t}h$ signal from backgrounds. The separation is not perfect, meaning that the two distributions (corresponding to signal and background) would still overlap. It is possible to mitigate the issue by means of a maximum likelihood fit (described in appendix C.2).

Additionally, there are different sources of systematic uncertainties arising from imperfect MC simulation, uncertainties of the data-to-MC corrections measured in data and on the data-driven fake background estimate. When we re-run the analysis with some variables shifted from their nominal values (e.g. applying larger JEC which corresponds to nominal correction plus one standard deviation times its uncertainty), it may change shape (if the correction under question depends on local kinematic properties) and/or normalization of the final discriminating variable. The maximum likelihood fitting model provides a handle to treat the aforementioned difficulties.
4.4.1. Systematic uncertainties

Systematic uncertainties never affect the data in the SR, only the signal and/or backgrounds that are compared to the data. There are two main sources of systematic uncertainties: experimental and theoretical, both of which are summarized in table D.16. The experimental sources are:

- 2.6% uncertainty on the measurement of the integrated luminosity [106], which affects only the normalization of MC samples but not fake background that is determined from the data;
- 3% uncertainty on the trigger efficiency [60];
- uncertainties on the lepton and $\tau_h$ identification efficiency: 5% for $\tau_h$ [104], and 2% (4%) uncertainty on the efficiency for leptons to pass loose (tight) selection criteria [60];
- uncertainties on the rate with which quark and gluon jets are misidentified as $\tau_h$. The uncertainty is propagated to the SR by varying the parameters of the linear fit to the data-to-MC corrections, as described at the end of section 4.3.2 [5, 101];
- uncertainties on the FR measurements affect both the shape and the normalization of the fake background estimate, and are evaluated for electrons and muons separately depending on their $p_T$ and $\eta$, as proposed by the $t\bar{t}h$ multilepton group [60];
- uncertainties on the JEC, which is applied by shifting the energy of the jets up or down before re-running the analysis (provided by the JetMET POG) [95, 96];
- uncertainties on the $b$-tagging efficiency provided by the BTV POG [97, 105];
- 3% uncertainty on the $\tau_h$ energy scale [104]. The systematics is similar to that of JEC: the energy of the $\tau_h$ is shifted by 3% up or down before re-evaluating the event selection.

Theoretical uncertainties on the inclusive cross section are obtained by varying the factorization and renormalization scales $\mu_F$ and $\mu_R$, the PDF’s and strong coupling constant $\alpha_s$. These uncertainties (listed in table D.16) have been computed for $t\bar{t}h$, $t\bar{t}W$ and $t\bar{t}Z$ processes by the LHC Higgs Cross Section Working Group (LHCHXSWG) [32, table 231][107]. For the processes $t\bar{t}h$, $t\bar{t}W$ and $t\bar{t}Z$, we also consider the variation of the renormalization and factorization scales\(^6\) between $Q/2$ and $2Q$ as separate shape systematics. Here $Q$ refers to the nominal energy scale, which equals half the sum of masses corresponding to the event (for instance, the nominal energy scale for $t\bar{t}h$ is $Q = m_t + m_h/2$ [108]). An uncertainty of 50% is assigned to the (minor) backgrounds arising from diboson, $Z +$ jets and $W +$ jets production.

\(^6\)The renormalization and factorization scales refer to energy values used in the regularization to absorb ultraviolet and infrared divergences, respectively, in the perturbative expressions used to compute the cross section. Because these energy scales are artifacts of the computation and the physics should be independent of these scales, the evaluation of cross sections and differential shapes thereof at different scales yields an estimate on uncertainties for missing higher order contributions in the perturbative expansion.
4.4.2. Final discriminant

The $t\bar{t}h$ multilepton analysis group has developed BDT-based algorithms for separating the $t\bar{t}h$ signal from the irreducible $t\bar{t}W$ and $t\bar{t}Z$, as well as from the reducible $t\bar{t} + \text{jets}$ backgrounds [60]. The training of the BDT separating the signal from the irreducible ($t\bar{t}V$) and from the reducible ($t\bar{t}$) backgrounds uses the following observables as inputs:

- maximum $|\eta|$ of the two leading leptons (both BDTs);
- number of preselected jets in the event (both BDTs);
- angular separation (given by B.13) between the selected leptons and jets closest to them (both BDTs);
- transverse mass of the leading lepton (given by B.9; both BDTs);
- missing transverse energy (given by B.11; both BDTs);
- MHT (given by B.12; $t\bar{t}$ BDT) or $p_T$ of the leading lepton ($t\bar{t}V$ BDT);
- arithmetic average of angular separations between jet pairs ($t\bar{t}$ BDT) or $p_T$ of the third lepton ($t\bar{t}V$ BDT).

The output of the two BDTs ranges from $-1$ to $+1$ and are used to construct two-dimensional plane ($[-1, +1] \times [-1, +1]$), which is divided into five regions (as shown in table 4.1). Each region is assigned a different value of the final discriminant $D_{\text{MVA}}$ that is used for the signal extraction. The distribution of both BDTs and the final discriminant are shown in figures 4.3, 4.4 and 4.5 for data, signal and background. The final event yields in the SR are presented in table 4.2.

<table>
<thead>
<tr>
<th>Final discriminant $D_{\text{MVA}}$</th>
<th>$t\bar{t}$ BDT</th>
<th>$t\bar{t}V$ BDT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$(-1, -0.3]$</td>
<td>$(-1, 1]$</td>
</tr>
<tr>
<td>2</td>
<td>$(-0.3, 0.3]$</td>
<td>$(-1, 0.25]$</td>
</tr>
<tr>
<td>3</td>
<td>$(-0.3, 0.3]$</td>
<td>$(0.25, 1]$</td>
</tr>
<tr>
<td>4</td>
<td>$(0.3, 1]$</td>
<td>$(-1, 0.25]$</td>
</tr>
<tr>
<td>5</td>
<td>$(0.3, 1]$</td>
<td>$(0.25, 1]$</td>
</tr>
</tbody>
</table>

Table 4.1: Binning of $t\bar{t}h$ vs $t\bar{t}$ and $t\bar{t}h$ vs $t\bar{t}V$ discriminants.
Table 4.2: Event yields in the SR. Quoted uncertainties include both statistical and systematic sources.

<table>
<thead>
<tr>
<th>Process</th>
<th>Event counts in the SR</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t\bar{t} h, h \rightarrow \tau^+\tau^-$</td>
<td>$1.01 \pm 0.65$</td>
</tr>
<tr>
<td>$t\bar{t} h, h \rightarrow W^+W^-$</td>
<td>$0.63 \pm 0.29$</td>
</tr>
<tr>
<td>$t\bar{t} h, h \rightarrow ZZ$</td>
<td>$0.09 \pm 0.04$</td>
</tr>
<tr>
<td>$t\bar{t}Z$</td>
<td>$3.78 \pm 0.62$</td>
</tr>
<tr>
<td>$t\bar{t}W$</td>
<td>$0.24 \pm 0.05$</td>
</tr>
<tr>
<td>electroweak</td>
<td>$0.32 \pm 0.05$</td>
</tr>
<tr>
<td>fake background</td>
<td>$1.07 \pm 0.34$</td>
</tr>
<tr>
<td>other background</td>
<td>$0.24 \pm 0.08$</td>
</tr>
<tr>
<td>total expected background</td>
<td>$5.65 \pm 0.85$</td>
</tr>
<tr>
<td>total SM expectation</td>
<td>$7.38 \pm 1.10$</td>
</tr>
<tr>
<td>observed data</td>
<td>$7$</td>
</tr>
</tbody>
</table>

Figure 4.3: Distribution in the output of the $t\bar{t}$ BDT that is used for the signal extraction of the events selected in the SR. The area shaded in gray indicates the sum of statistical and systematic uncertainties on the sum of $t\bar{t}h$ signal plus backgrounds. Statistical uncertainties on data are shown with vertical lines.
Figure 4.4: Distribution in the output of the $t\bar{t}V$ BDT that is used for the signal extraction of the events selected in the SR. The area shaded in gray indicates the sum of statistical and systematic uncertainties on the sum of $t\bar{t}h$ signal plus backgrounds. Statistical uncertainties on data are shown with vertical lines.

Figure 4.5: Distribution in the final discriminant that is used for the signal extraction of the events selected in the SR. The area shaded in gray indicates the sum of statistical and systematic uncertainties on the sum of $t\bar{t}h$ signal plus backgrounds. Statistical uncertainties on data are shown with vertical lines.
4.4.3. Matrix element method

The matrix element method (MEM) is based on computing the probability $P_i(\hat{p})$ for a process $i$ to occur inside the detector, given the experimental evidence $\hat{p}$ \cite{109,110}. The probability is evaluated by computing the integral

$$P_i(\hat{p}) = \frac{1}{\sigma_i} \sum_{\text{perm}} \frac{1}{N} \int dx_a dx_b d\Phi_n \frac{f(x_a; Q_i)f(x_b; Q_i)}{2x_a x_b s} \cdot (2\pi)^4 \cdot |M_i(p)|^2 W(\hat{p}|p), \quad (4.9)$$

where the sum runs over different permutations of associating parton-level objects with the objects reconstructed in the detector, explained in more detail below. The constant $\frac{1}{N}$ is a normalization factor associated with these permutations. The integration is performed over the Bjorken variables $x_a$ and $x_b$, which correspond to the fraction of proton momentum that is carried by the two partons initiating the process $i$, and over the Lorentz-invariant phase space element (LIPS)

$$d\Phi_n = \delta^{(4)} \left( x_a P_a + x_b P_b - \sum_{k=1}^{n} p_k \right) \prod_{k=1}^{n} \frac{d^3 p_k}{(2\pi)^3 2E_k}, \quad (4.10)$$

which corresponds to the phase space of the $n$ final-state particles of 4-momentum $p_k = (E_k, \mathbf{p}_k)$ that are produced by the process $i$. The squared matrix element of the process is given by $|M_i(p)|^2$. The PDFs $f$ are evaluated at the scale $Q_i$. The transfer functions $W(\hat{p}|p)$ represent the probability densities for observing measured momenta $\hat{p}$, given a phase space point $p$. The probability (4.9) is normalized to the total cross section $\sigma_i$ of the process $i$, and is computed at the center-of-mass energy $\sqrt{s}$. The measured momenta $\hat{p}$ and the true momenta $p$ are defined in the laboratory frame.

The transfer functions (TFs) map the true (parton-level) momenta $p$ to the momenta $\hat{p}$ measured by the detector. By requiring the TFs to be normalized to unity,

$$\int d\hat{p} W(\hat{p}|p) = 1 \quad \forall p, \quad (4.11)$$

the overall probability (4.9) is then normalized to unity as well:

$$\int d\hat{p} P_i(\hat{p}) = 1, \quad (4.12)$$

since the total cross section of the process $i$ is given by

$$\sigma_i = \int dx_a dx_b d\Phi_n \frac{f(x_a; Q_i)f(x_b; Q_i)}{2x_a x_b s} \cdot (2\pi)^4 \cdot |M_i(p)|^2 W(\hat{p}|p). \quad (4.13)$$

The normalization factor $\frac{1}{N}$ is chosen such that $\sum_{\text{perm}} \frac{1}{N} = 1$. As explained in section 2.3, the partons initiating the hard process are typically gluons, which carry the fraction $x_a$ and $x_b$ of the colliding protons which move with the following 4-momenta inside the detector:

$$P_{a,b} = \left( \frac{\sqrt{s}}{2}, 0, 0, \pm \frac{\sqrt{s}}{2} \right). \quad (4.14)$$

For this reason we only consider the gluon PDF and not the quark PDFs in (4.9).
The Neyman-Pearson lemma states that the likelihood ratio
\[ \Lambda(\hat{p}) = \frac{P_0(\hat{p})}{P_0(\hat{p}) + P_1(\hat{p})} \in [0, 1] \] (4.15)
provides the best separation between the signal hypothesis \((i = 0)\) and the background hypothesis \((i = 1)\). The ratio given by (4.15) is computed for all events: simulated signal and background events, as well as for data. Provided that the MEM is implemented properly, we expect to obtain higher values of \(\Lambda(\hat{p})\) for signal events compared to background events.

Motivated by the event yields shown in table 4.2, I implemented the MEM for two hypotheses: for the \(t\bar{t}h\) signal process and for the \(t\bar{t}Z\) background process. Generator-level matching of the selected events in the SR indicates that majority of these events correspond to the process in which the Higgs (or Z) boson decays into a pair of \(\tau\) leptons, from which one decays leptonically and the other hadronically; the \(W\) bosons from the pair of top quarks decay leptonically, giving rise to three leptons and one \(\tau_h\) in the final state. The Feynman diagram for the signal \((t\bar{t}h)\) hypothesis is shown in fig. 4.1; the diagram corresponding to the background \((t\bar{t}Z)\) hypothesis is obtained by replacing \(h\) with \(Z\) in this diagram.

The final state contains a total of \(n = 11\) particles: 3 leptons, a \(\tau_h\), 2 \(b\)-jets and 5 neutrinos. Therefore, the LIPS \(d\Phi_n\) corresponds to 44 integration variables. We can reduce the number of integration variables by exploiting the recursive structure of the LIPS, and by requiring the intermediate particles (top quarks, \(W\) bosons, the Higgs boson or, alternatively, the \(Z\) boson) to be on their mass shells. This is achieved by approximating the propagators inside the matrix element by \(\delta\)-functions, given by eq. (A.31). With these assumptions, the total number of integration variables is reduced to 8. These d.o.f correspond to the unmeasured momenta of the neutrinos. The integration variables are chosen such that the correlation between any two integration variables is very small. The reduction of the phase space integral to 8 dimensions relies on the results of [111, 112]. The integration variables are: the azimuthal angles and the cosines of the polar angles of the two neutrinos originating from the decays of the top quarks (\(\phi_{1,2}\) and \(\cos \theta_{1,2}\)); the energy fraction carried by the \(\tau_h\) (\(z_1\)); the angles \(\phi^{\nu \nu}(\tau_h, \nu)\) and \(\phi^{\nu \nu}(\ell, 2\nu)\) in the \(\tau\) decay system, which are visualized in fig. 4.6; the squared mass of the neutrino pair produced in the leptonic \(\tau\) decay \([m_{\nu \nu}^2]\). The integration limits and the correlation matrix of these integration variables are given in tables D.17 and D.18, respectively. The integration variables are defined in the laboratory frame.

The integral given by (4.9) is evaluated numerically, using a custom implementation of the Markov Chain integration method [113, 114]. The integration variables and integration limits are given in table D.17. We have compared the performance of the Markov Chain integrator for the alternative algorithms VEGAS [115] and VAMP [116], which are commonly used in high energy physics applications, and confirmed that our custom implementation of the Markov Chain integrator yields similar numerical values, while having the advantage of reducing the computing time. The implementation of our MEM code is made available at [4].

At every integration step we reconstruct the 4-momenta of all particles in the final state (except for the two neutrinos originating from the leptonic \(\tau\) decay – their 4-momenta is summed by construction), and use these momenta to evaluate the matrix element \(|\mathcal{M}|^2|\).
in the frame of reference in which the total transverse momentum of the reconstructed particles is zero. This choice of reference frame is necessary since we use a LO matrix element generated by MadGraph5_AMC@NLO. A complication arises from the fact that this program does not model the decays of $\tau$ leptons. In order to evaluate the matrix element, we need to reconstruct the 4-momenta of the two $\tau$ leptons and use them as an input when evaluating $|\mathcal{M}|^2$.

Figure 4.6: Illustration of the angles $\phi^{\text{inv}}(\tau_h, \nu)$ and $\phi^{\text{inv}}(\ell, 2\nu)$ that we use to model the hadronic, as well as the leptonic $\tau$ decays [112, Fig. 4]. The 3-momentum $\mathbf{p}^{\text{vis}}$ corresponds to the „visible” $\tau$ decay product, which is either a lepton or a $\tau_h$; the 3-momentum $\mathbf{p}^{\text{inv}}$ corresponds to the „invisible” $\tau$ decay product, which is either a single neutrino in case of a hadronic $\tau$ decay, or the vectorial sum of the two neutrinos produced in case of a leptonic $\tau$ decay. The local coordinate system is built around the visible momentum vector such that the $z$-axis coincides with the direction of the visible momentum; the $y$-axis is perpendicular to the beam axis and to the $z$-axis; the $x$-axis is perpendicular to the local $y$-$z$ plane. The symbol $\theta^{\text{inv}}$ denotes the opening angle between the visible and the invisible $\tau$ decay products. The rotation angle $\phi^{\text{inv}}$ is measured on the $y$-$x$ plane and is chosen such that the case $\phi^{\text{inv}} = 0$ corresponds to the configuration in which $\mathbf{p}^{\text{inv}}$ lies on the plane spanned by the beam axis and $\mathbf{p}^{\text{vis}}$.

Concerning the permutations: the final state always contains two leptons of the same charge and we do not know as which of these leptons originates from a $W$ decay and which originates from a $\tau$ decay, so we need to evaluate the matrix element $|\mathcal{M}|^2$ for the two permutations of leptons that have the same charge. A similar association problem occurs for the $b$-jets as well – the charge of the $b$-jets is not measured reliably by the detector and we therefore do not know which $b$-jet is associated with which top quark. So, we have to evaluate the matrix element also for the two permutations of $b$-jets. The event selection may even yield more than two reconstructed $b$-jets. In order to maximize the probability that the correct assignment of reconstructed $b$-jets to the $b$ quarks produced in the top decays is included in the sum over the permutations, we consider permutations of the $b$ quarks to up to three reconstructed $b$-jets, sorted by their CSV $b$-tagging score. Thus, we perform up to 12 evaluations of the matrix element by considering all possible associations between reconstructed and parton-level objects, in order to obtain the final probability of an event to match a given hypothesis.

The reconstructed 4-momenta of the electrons and the muons, as well as the 4-momenta of the hadronic $\tau$ decay products are used as an input to the MEM. In other words, we assume that the 4-momenta of electrons, muons and of $\tau_h$ are measured perfectly by the detector. The reconstructed 4-momenta of the $b$-jets, however, are recalculated from the requirement that the mass of a $b$-jet is equal to the mass of a $b$-quark ($m_b = 4.7$ GeV), while assuming the conservation of momentum in the decay $t \rightarrow Wb$. The direction of $b$-jet,
specified by the angles $\hat{\eta}_b$ and $\hat{\phi}_b$, is kept constant, reflecting the fact that the detector has good angular resolution, but poor energy resolution for the jets. The recalculated jet energy $E_b$ (i.e. the „true” parton-level energy) and the reconstructed energy $\hat{E}_b$ (measured in the detector) of a $b$-jet enter to the TF:

$$W_{E_b}(\hat{E}_b|E_b) = \frac{f_b(E_b, \hat{\eta}_b)}{\sqrt{2\pi\sigma_b(E_b, \hat{\eta}_b)}} \exp \left[ -\frac{(\hat{E}_b - \mu_b(E_b, \hat{\eta}_b))}{2\sigma_b^2(E_b, \hat{\eta}_b)} \right] + \frac{(1 - f_b(E_b, \hat{\eta}_b))}{\sqrt{2\pi\sigma'_b(E_b, \hat{\eta}_b)}} \exp \left[ -\frac{(\hat{E}_b - \mu'_b(E_b, \hat{\eta}_b))}{2\sigma'_b^2(E_b, \hat{\eta}_u)} \right].$$

(4.16)

(4.17)

The parameters $f_b, \sigma_b, \mu_b, \sigma'_b$ and $\mu'_b$ of the two superimposed Gaussian distributions are given in [111]. The function $W_{E_b}$ determines the probability for a $b$ quark of energy $E_b$ to be reconstructed as a $b$-jet of energy $\hat{E}_b$ in the detector. The TF of $b$ quarks is shown in fig. 4.7. We also use another TF to quantify the resolution on $\hat{E}_T$. More specifically, we compare the vectorial sum of the true transverse momenta of the neutrinos ($\hat{E}_T$) to the measured value of the missing transverse energy ($\hat{\hat{E}}_T$):

$$W(\hat{E}_T|\hat{\hat{E}}_T) = \frac{1}{2\pi\sqrt{|V_{xy}|}} \exp \left[ -\frac{1}{2} \left( \begin{array}{c} \Delta E_x \\ \Delta E_y \end{array} \right)^T V_{xy}^{-1} \left( \begin{array}{c} \Delta E_x \\ \Delta E_y \end{array} \right) \right].$$

(4.18)

where the differences are given by $\Delta \hat{E}_T \equiv (\Delta \hat{E}_x, \Delta \hat{E}_y) = \hat{\hat{E}}_T - \hat{E}_T$, and the symbol $V_{xy}$ refers to the covariance matrix of $\hat{\hat{E}}_T$, estimated by the algorithm described in [117]. The Bjorken variables $x_a$ and $x_b$ are determined by the relation

$$x_{a,b} = \frac{1}{\sqrt{s}} (E_{tot}^{\pm} \pm p_z^{tot}).$$

(4.19)

where $E_{tot}$ and $p_z^{tot}$ refer to the total energy and longitudinal momentum of all particles in the final state:

$$E_{tot} = \sum_{k=1}^{n} E_k \quad \text{and} \quad p_z^{tot} = \sum_{k=1}^{n} p_z^k.$$

(4.20)

The level of separation between the $t\bar{t}h$ signal and the $t\bar{t}Z$ background that is achieved by the current implementation of the MEM is visualized in fig. 4.8. For the purpose of this plot, the reconstructed objects in the events are required to be matched to their corresponding generator-level objects. We used five different settings to evaluate the performance of the MEM (the corresponding line colors in fig. 4.8 are written in parentheses):

- use true 4-momenta for all objects, evaluate all integration variables from the true MC information (i.e. no integration is performed; purple);

- use true 4-momenta for all objects, integrate over hadronic energy fraction $z_1$, while all other integration variables are computed from the true MC information (i.e. integrand is 1-dimensional; blue);
- use true 4-momenta for all objects, integrate over all integration variables, except for the hadronic energy fraction $z_1$ (i.e. integrand is 7-dimensional; black);
- use true 4-momenta for all objects, integrate over all integration variables (i.e. integrand is 8-dimensional; green);
- use reconstructed 4-momenta for all objects, integrate over all integration variables (red).

The plot indicates that the performance of separating the $t\bar{t}h$ signal from the $t\bar{t}Z$ background is limited by the fact that the values of the integration variables are not optimal, even for a „perfect” detector (purple vs green curve). The performance is further reduced because of the experimental resolution of the detector (green vs red curve). These results are expected. The fact that the red curve still performs superior for random guessing (dashed line), it demonstrates that the MEM is viable.

Unfortunately, the current implementation of the MEM is not good enough to use it as a signal extraction variable, or as an input to a BDT. If we remove the requirement of the reconstructed objects to be matched to their generator-level objects, the performance of the MEM degrades so much that it does not perform much better than random guessing anymore. The method can be improved by including additional signal and background hypotheses that cover the case in which one or more reconstructed objects is a fake. For instance, there is a sizable contribution to the SR from events in which a Higgs boson decays into a pair of $W$ bosons, which further decay leptonically, and one of the $W$ bosons from the top quarks decays leptonically, while the other $W$ boson decays into a $\tau$ lepton, which subsequently decays into hadrons (symbolically: $H \rightarrow WW \rightarrow \ell\ell + \text{neutrinos}$, $t\bar{t} \rightarrow \ell\tau \rightarrow \ell\tau_h + \text{neutrinos}$). These improvements need to be implemented in the MEM before the likelihood ratio computed by the MEM can be used as signal extraction variable in the analysis.

**Figure 4.7:** The $b$-jet energy TF for three values of true $b$ quark energies. The plot is reproduced from [111, Figure 2].
Figure 4.8: Receiver operator characteristic (ROC) curve of the MEM likelihood ratio $\Lambda(\hat{p})$, given by (4.15), for the $t\bar{t}h$ signal hypothesis versus the $t\bar{t}Z$ background hypothesis. The MEM likelihood ratio is evaluated for $t\bar{t}h$ and $t\bar{t}Z$ events that are selected in the SR and in which all reconstructed objects are matched to their generator-level objects. A single point in the ROC curve is obtained by determining the fraction of simulated $t\bar{t}h$ signal and $t\bar{t}Z$ background events for which the likelihood ratio $\Lambda(\hat{p})$ is greater than or equal to a given cut threshold. The full curve is drawn by varying the threshold between 0 and 1. The optimal cut on $\Lambda(\hat{p})$ corresponds to the point on the ROC curve that is closest to the bottom right corner of the plot. The numbers quoted within parentheses in the legend quantify the area under the ROC curves (smaller values indicate better performance). The colored bands indicate errors in numerical integration.
4.4.4. Results

Given the shapes and event yields expected for the $t\bar{t}h$ signal and for different background contributions in the discriminant $D_{\text{MVA}}$ shown in fig. 4.5, and the set of systematic uncertainties described in section 4.4.1, we can build a maximum likelihood (ML) model. The signal strength, given by (2.38), is taken as parameter of interest (POI). It is left unconstrained in the fit and is expected to take value of 0 for the background-only hypothesis and 1 for the signal-plus-background hypothesis in the SM. Systematic uncertainties are represented by nuisance parameters in the fit. The details of the ML fit are presented in appendix C.2. We just quote the final results here: the observed signal rate amounts to $\mu = 1.22^{+1.34}_{-1.00}$, while the expected value amounts to $\mu = 1.00^{+1.41}_{-1.06}$. The result corresponds to a measured $t\bar{t}h$ signal cross section of $\sigma(t\bar{t}h) = 618.7^{+679.5}_{-507.1}$ fb, while the SM predicts $\sigma_{\text{SM}} = 507.1$ fb for a Higgs boson mass of $m_h = 125$ GeV.

At the time of writing, there are ongoing efforts to combine the results of the $t\bar{t}h$ multilepton analysis with the analysis presented in this thesis. The multilepton analysis considered three final states without $\tau_h$ and measured a signal rate of $\mu = 1.78^{+0.60}_{-0.54}$ (for an expected value of $\mu = 1.00^{+0.46}_{-0.42}$). The results are interpreted as yielding a significance of $3.4\sigma$ ($2.4\sigma$ to observe evidence for a $t\bar{t}h$ signal in the CMS data [60]). The $t\bar{t}h$, $h \rightarrow \tau^+\tau^-$ analysis presented in [5] includes two more final states with $\tau_h$ in addition to the $3\ell + 1\tau_h$ final state presented in this thesis, and measures a signal rate of $\mu = 0.72^{+0.62}_{-0.53}$ (for an expected value of $\mu = 1.00^{+0.67}_{-0.57}$) which is interpreted as observing evidence for $t\bar{t}h$ production with a significance of $1.4\sigma$ (for an expected significance of $1.8\sigma$).

In conclusion, with the given amount of data, the results are in agreement with the SM expectation, but there is certainly room for improvement because the background-only hypothesis has not been completely ruled out, yet.
5. Summary

In this work, we probed the Higgs-to-top Yukawa coupling by measuring the $t\bar{t}h$ production cross section in events containing three electrons or muons and one hadronic $\tau$ decay product in final states (denoted by $3\ell + 1\tau_h$). The analysis has been performed on data recorded by the CMS detector in 2016 and it amounts to an integrated luminosity of 35.9 fb$^{-1}$. The data corresponds to proton-proton collisions at center-of-mass energy of $\sqrt{s} = 13$ TeV with a bunch spacing of 25 ns.

The analysis presented in this thesis relied on the work done by other dedicated groups of experts in CMS. In particular, the Physics Object Groups (POGs) have developed and validated algorithms for reconstructing and identifying various physics objects that we used in this analysis: electrons, muons, jets and hadronic $\tau$ decay products. We followed their guidelines on how to use these objects.

The signal $t\bar{t}h$ process and irreducible background interactions are estimated from Monte Carlo (MC) simulations. The fake background due to misidentification of non-prompt leptons (i.e. leptons originating from quark or gluon decays) as prompt leptons (i.e. leptons originating from the decays of $W$ boson, $Z$ boson or $\tau$ lepton) in the signal region is extrapolated from the data via fake factor method.

The signal region is defined by cut-based event selection targeting the signal $t\bar{t}h$ events that correspond to $3\ell + 1\tau_h$ final state. However, the signal region still includes substantial event yields from the background processes, predominantly from the $t\bar{t}Z$ process. Differences between the MC simulations and the data have been corrected by appropriately weighing the selected MC events. The data-to-MC corrections as well as systematic uncertainties are provided by the POGs, the $t\bar{t}h$ multilepton analysis group and other CMS groups.

The experimental and theoretical sources of shape and yield systematics, as well as their uncertainties have been estimated. The final discriminant is constructed from two BDT discriminants optimized to separate the signal $t\bar{t}h$ events from the background processes, predominantly from the $t\bar{t}Z$ process. As per CMS standard, the signal extraction is performed by means of a maximum likelihood fit to the data in which the systematic uncertainties are treated as nuisance parameters.

The measured signal strength amounts to $\mu = 1.22^{+1.34}_{-1.00}$ times the $t\bar{t}h$ production cross section predicted by the Standard Model (SM). We conclude that our results are compatible with the SM predictions, although there is still much room for improvements on uncertainties of the measurement. The work continues with further development of the MEM.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AOD</td>
<td>Analysis Object Data</td>
</tr>
<tr>
<td>APD</td>
<td>avalanche photodiode</td>
</tr>
<tr>
<td>ATLAS</td>
<td>A Toroidal LHC ApparatuS</td>
</tr>
<tr>
<td>BDT</td>
<td>boosted decision tree</td>
</tr>
<tr>
<td>BPIX</td>
<td>barrel pixel detector</td>
</tr>
<tr>
<td>BSM</td>
<td>beyond the SM</td>
</tr>
<tr>
<td>BTV</td>
<td>b-tagging and vertex fitting</td>
</tr>
<tr>
<td>c.f.</td>
<td>check for</td>
</tr>
<tr>
<td>CKM</td>
<td>Cabbibo-Kobayashi-Maskawa</td>
</tr>
<tr>
<td>CL</td>
<td>confidence level</td>
</tr>
<tr>
<td>CMS</td>
<td>Compact Muon Solenoid</td>
</tr>
<tr>
<td>c.o.m</td>
<td>center-of-mass</td>
</tr>
<tr>
<td>CSC</td>
<td>cathode strip chamber</td>
</tr>
<tr>
<td>CSV</td>
<td>Combined Secondary Vertex</td>
</tr>
<tr>
<td>DAQ</td>
<td>data acquisition</td>
</tr>
<tr>
<td>DAS</td>
<td>Data Aggregation System</td>
</tr>
<tr>
<td>d.o.f</td>
<td>degrees of freedom</td>
</tr>
<tr>
<td>DQM</td>
<td>Data Quality Monitoring</td>
</tr>
<tr>
<td>DT</td>
<td>drift tube</td>
</tr>
<tr>
<td>EB</td>
<td>ECAL Barrel</td>
</tr>
<tr>
<td>ECAL</td>
<td>electromagnetic calorimeter</td>
</tr>
<tr>
<td>EE</td>
<td>ECAL Endcap</td>
</tr>
<tr>
<td>EW</td>
<td>electroweak</td>
</tr>
<tr>
<td>FF</td>
<td>fake factor</td>
</tr>
<tr>
<td>FPIX</td>
<td>forward pixel detector</td>
</tr>
<tr>
<td>FR</td>
<td>fake rate</td>
</tr>
<tr>
<td>FWHM</td>
<td>full width at half maximum</td>
</tr>
<tr>
<td>GGF</td>
<td>gluon-gluon fusion</td>
</tr>
<tr>
<td>GSF</td>
<td>Gaussian Sum Filter</td>
</tr>
<tr>
<td>HB</td>
<td>HCAL barrel</td>
</tr>
<tr>
<td>h.c.</td>
<td>hermitian conjugate</td>
</tr>
<tr>
<td>HCAL</td>
<td>hadronic calorimeter</td>
</tr>
<tr>
<td>HE</td>
<td>HCAL endcap</td>
</tr>
<tr>
<td>HEP</td>
<td>high energy physics</td>
</tr>
<tr>
<td>HF</td>
<td>HCAL forward</td>
</tr>
<tr>
<td>HLT</td>
<td>high-level trigger</td>
</tr>
<tr>
<td>HPS</td>
<td>hadrons plus strips</td>
</tr>
<tr>
<td>HPD</td>
<td>hybrid photodiode</td>
</tr>
<tr>
<td>IP</td>
<td>impact parameter</td>
</tr>
<tr>
<td>IR</td>
<td>interaction region</td>
</tr>
<tr>
<td>ISR</td>
<td>initial state radiation</td>
</tr>
<tr>
<td>JEC</td>
<td>jet energy correction</td>
</tr>
<tr>
<td>JERC</td>
<td>jet energy resolution and corrections</td>
</tr>
<tr>
<td>LEP</td>
<td>Large Electron-Positron Collider</td>
</tr>
<tr>
<td>LHC</td>
<td>Large Hadron Collider</td>
</tr>
<tr>
<td>LIPS</td>
<td>Lorentz-invariant phase space</td>
</tr>
<tr>
<td>LO</td>
<td>leading order</td>
</tr>
<tr>
<td>MB</td>
<td>muon barrel</td>
</tr>
<tr>
<td>MC</td>
<td>Monte Carlo</td>
</tr>
<tr>
<td>ME</td>
<td>muon endcap</td>
</tr>
<tr>
<td>MEM</td>
<td>matrix element method</td>
</tr>
<tr>
<td>MET</td>
<td>missing transverse energy</td>
</tr>
<tr>
<td>MHT</td>
<td>missing $H_T$, $\vec{H}_T$</td>
</tr>
<tr>
<td>ML</td>
<td>maximum likelihood</td>
</tr>
<tr>
<td>MVA</td>
<td>multivariate analysis</td>
</tr>
<tr>
<td>NLO</td>
<td>next-to-LO</td>
</tr>
<tr>
<td>NNLO</td>
<td>next-to-NLO</td>
</tr>
<tr>
<td>N3LO</td>
<td>next-to-NNLO</td>
</tr>
<tr>
<td>1PI</td>
<td>one-particle irreducible</td>
</tr>
<tr>
<td>PD</td>
<td>primary dataset</td>
</tr>
<tr>
<td>p.d.f</td>
<td>probability distribution function</td>
</tr>
<tr>
<td>PDF</td>
<td>parton distribution function</td>
</tr>
<tr>
<td>PF</td>
<td>Particle Flow</td>
</tr>
<tr>
<td>PMT</td>
<td>photomultiplier</td>
</tr>
<tr>
<td>POG</td>
<td>Physics Object Group</td>
</tr>
<tr>
<td>POI</td>
<td>parameter of interest</td>
</tr>
<tr>
<td>PS</td>
<td>Proton Synchroton</td>
</tr>
<tr>
<td>PSB</td>
<td>Proton Synchroton Booster</td>
</tr>
<tr>
<td>PU</td>
<td>pileup</td>
</tr>
<tr>
<td>PV</td>
<td>primary vertex</td>
</tr>
<tr>
<td>QCD</td>
<td>quantum chromodynamics</td>
</tr>
<tr>
<td>ROC</td>
<td>readout chip</td>
</tr>
<tr>
<td>RPC</td>
<td>resistive plate chamber</td>
</tr>
<tr>
<td>SFOS</td>
<td>same-flavor opposite sign</td>
</tr>
<tr>
<td>SIP</td>
<td>significance of IP</td>
</tr>
<tr>
<td>SL</td>
<td>superlayer</td>
</tr>
<tr>
<td>SM</td>
<td>Standard Model</td>
</tr>
<tr>
<td>SPS</td>
<td>Super Proton Synchroton</td>
</tr>
<tr>
<td>$\sqrt{s}$</td>
<td>c.o.m energy</td>
</tr>
<tr>
<td>SR</td>
<td>signal region</td>
</tr>
<tr>
<td>SS</td>
<td>same-sign</td>
</tr>
<tr>
<td>SSB</td>
<td>spontaneous symmetry breaking</td>
</tr>
<tr>
<td>SV</td>
<td>secondary vertex</td>
</tr>
<tr>
<td>TEC</td>
<td>Tracker EndCap</td>
</tr>
<tr>
<td>TF</td>
<td>transfer function</td>
</tr>
<tr>
<td>TIB</td>
<td>Tracker Inner Barrel</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>------------------------------------------</td>
</tr>
<tr>
<td>TID</td>
<td>Tracker Inner Disk</td>
</tr>
<tr>
<td>TOB</td>
<td>Tracker Outer Barrel</td>
</tr>
<tr>
<td>UV</td>
<td>ultraviolet</td>
</tr>
<tr>
<td>VBF</td>
<td>vector boson fusion</td>
</tr>
<tr>
<td>VEV</td>
<td>vacuum expectation value</td>
</tr>
<tr>
<td>VPT</td>
<td>vacuum phototriode</td>
</tr>
<tr>
<td>WP</td>
<td>working point</td>
</tr>
<tr>
<td>w.r.t</td>
<td>with respect to</td>
</tr>
</tbody>
</table>
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A. The Standard Model

A.1. The Higgs doublet

The assignment $Y = 1$ is motivated by the Gell-Mann-Nishijima formula

$$Q = T_3 + \frac{Y}{2}, \quad (A.1)$$

which relates electric charge $Q$ to weak isospin $T_3$ and hypercharge $Y$. The weak isospin refers to the eigenvalue of the diagonal (commonly third) $SU(2)_L$ generator, which equals to $T_3 = \pm \frac{1}{2}$ for the top and bottom component of the Higgs $SU(2)_L$ doublet (2.20)

$$\phi \equiv \begin{pmatrix} \phi^+ \\ \phi^0 \end{pmatrix}, \quad (A.2)$$

respectively. Since we require that the VEV of the Higgs field and the Higgs boson have $Q = 0$, we set $Y = 1$. Consequently, a positive electric charge ($Q = +1$) is assigned to the field $\phi^+$ because its weak isospin is equal to $T_3 = +\frac{1}{2}$.

There also exists Higgs doublet

$$\bar{\phi} \equiv C\phi = i\sigma_2 \phi^* = \begin{pmatrix} \phi^0 \\ -\phi^{**} \end{pmatrix} = \frac{1}{\sqrt{2}} \begin{pmatrix} v + h \\ 0 \end{pmatrix}, \quad (A.3)$$

which transforms the same way as the charge-conjugate of $\phi$:

$$\bar{\phi} \rightarrow \bar{\phi}' = e^{-ig_2 W/2} \bar{\phi} = e^{-ig_2 W/2} i\sigma_2 \phi^* = i\sigma_2 e^{i g_2 W \sigma^*/2} \phi^* = i\sigma_2 \left( e^{-ig_2 W \sigma^*/2} \phi \right)^* = i\sigma_2 \left( \phi' \right)^*, \quad (A.4)$$

where we used the identity

$$e^{i g_2 W \sigma^*/2} = \sigma_2 e^{-i g_2 W \sigma^*/2} \sigma_2^\dagger \quad (A.5)$$

based on the fact that $\sigma_2 \sigma_i^* = -\sigma_i \sigma_2$. The charge-conjugation operator $C$ inverts the signs of the weak isospins, i.e. $T_3(\phi^{**}) = -T_3(\phi^+)$ and $T_3(\phi^{0*}) = -T_3(\phi^0)$. The sign of the hypercharge is also reversed, $Y = -1$, which in turn means that $\phi^{**}$ obtains negative electric charge, but the other field $\phi^{0*}$ remains neutral.
A.2. Gauge-kinetic term of the Higgs field

Let us expand the gauge kinetic term (2.23) in more detailed fashion:

\[ |D\phi|^2 = \frac{1}{2} \left| \left( \partial - ig_2 W \cdot T - \frac{ig_1}{2} B \right) \left( \begin{array}{c} 0 \\ v + h \end{array} \right) \right|^2 \]

\[ = \frac{1}{2} \left( \begin{array}{c} T \frac{1}{2} \sigma = \frac{1}{2} \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right) \right) \left( \begin{array}{c} 0 \\ -i \end{array} \right) \left( \begin{array}{cc} 1 & 0 \\ 0 & -1 \end{array} \right) \right) \right|^2 = \]

\[ = \frac{1}{2} \left| \left( \partial - \frac{ig_2}{2} W_3 - \frac{ig_1}{2} B \right) \left( \begin{array}{c} 0 \\ v + h \end{array} \right) \right|^2 = \]

\[ = \frac{1}{2} \left( \partial h + \frac{1}{2}(g_2 W_3 - g_1 B)(v + h) \right)^2 = \]

\[ = \frac{1}{2}(\partial h)^2 + \frac{g_2^2}{8}(W_1 + iW_2)(W_1 - iW_2)(v + h)^2 + \frac{1}{8}(g_2 W_3 - g_1 B)^2(v + h)^2 = \]

\[ = \frac{1}{2}(\partial h)^2 + \frac{g_2^2}{4} W^+ W^- (v + h)^2 + \frac{g_1^2 + g_2^2}{8} Z^2 (v + h)^2. \]

To see why the identification (2.24) for \( W^\pm \) bosons works, let us write out relevant part of the covariant derivative (2.10):

\[ W_1 T_1 + W_2 T_2 = \frac{W_1 - iW_2}{\sqrt{2}} \cdot \frac{1}{\sqrt{2}} \left( \begin{array}{c} 0 \\ 1 \\ 0 \end{array} \right) + \frac{W_1 + iW_2}{\sqrt{2}} \cdot \frac{1}{\sqrt{2}} \left( \begin{array}{c} 0 \\ 0 \\ 1 \end{array} \right) = \]

\[ = W^+ T^+ + W^- T^-, \quad (A.7) \]

where

\[ T_+ = \frac{1}{\sqrt{2}} \sigma_+ = \frac{1}{\sqrt{2}} \left( \begin{array}{cc} 0 & 1 \\ 0 & 0 \end{array} \right) \quad \text{and} \quad T_- = \frac{1}{\sqrt{2}} \sigma_- = \frac{1}{\sqrt{2}} \left( \begin{array}{cc} 0 & 0 \\ 1 & 0 \end{array} \right) \quad (A.8) \]

are the ladder operators (or non-Cartan generators) of the \( SU(2)_L \) group, the definition of which ensures the structure of Cartan subalgebra, \([T_+, T_-] = T_3 \) (hence the normalization factors in the definition of \( W^\pm , (2.24) \)). Let us consider interaction term between left-handed quarks in (2.1) with the expansion (A.7):

\[ i \bar{Q}_L \gamma \cdot D Q_L \supset g_2 \bar{Q}_L (W_1 T_1 + W_2 T_2) Q_L = \]

\[ = \frac{g_2}{2} \left( \bar{u}^i \gamma^5 d^i \right)_L (W_1 - iW_2) \sigma_+ \left( u^i \right)_L + \left( \bar{u}^i \gamma^5 d^i \right)_L (W_1 + iW_2) \sigma_- \left( u^i \right)_L = \]

\[ = \frac{g_2}{2} \left( \bar{u}^i_L (W_1 - iW_2) d^i_L + \bar{d}^i_L (W_1 + iW_2) u^i_L \right) = \]

\[ = \frac{g_2}{2 \sqrt{2}} \left( \bar{u}^i_L W^+ d^i_L + \bar{d}^i_L W^- u^i_L \right). \]

Given that the \( u^- \) and \( d^- \) quarks have charges \( Q = +\frac{2}{3} \) and \( Q = -\frac{1}{3} \), the conservation of electric charge in weak interactions implies neutrally charged interaction terms, which leads us to the anticipated prescription for \( W^\pm \) where the superscript also denotes the electric charge of the boson.
Although the definition of $Z$ in (2.24) is motivated by the last term of (2.23), the normalization constant of the new field needs some explaining. Let us rewrite the definitions of $A$ and $Z$ in terms of Weinberg angle $\theta_w$,

\[
\begin{pmatrix} A \\ Z \end{pmatrix} \equiv R(\theta_w) \begin{pmatrix} B \\ W_3 \end{pmatrix} \quad \text{with} \quad R(\theta_w) = \begin{pmatrix} c_w & s_w \\ -s_w & c_w \end{pmatrix},
\]

where

\[
s_w = \sin \theta_w \equiv \frac{g_1}{\sqrt{g_1^2 + g_2^2}} \quad \text{and} \quad c_w = \cos \theta_w \equiv \frac{g_2}{\sqrt{g_1^2 + g_2^2}}.
\]

(A.11)

In principle, the couplings can be visualized as the sides of a right triangle with angle $\theta_w$ between $g_2$ and hypotenuse, as shown in fig. A.1.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure_a1.png}
\caption{Visualization of electric charge $e$ and $SU(2)_L \times U(1)_Y$ couplings $g_2 \approx 0.65$ and $g_1 \approx 0.35$ in relation to the Weinberg angle $\theta_w \approx 28.7^\circ$ [24]. All coupling depicted here are dimensionless.}
\end{figure}

\[
\begin{align*}
\text{In the basis of fields } B \text{ and } W_3, \text{ the new fields are orthogonal by construction:} \\
Z \cdot A &= \begin{pmatrix} c_w & -s_w \end{pmatrix} \begin{pmatrix} s_w \\ c_w \end{pmatrix} = c_w s_w - s_w c_w = 0.
\end{align*}
\]

(A.12)

The above prescription allows to express gauge fields in their mass eigenstates by multiplying (A.10) on the left by $R(-\theta_w)$, which in turn gives the following EW part of the covariant derivative (2.10):

\[
D \supset -ig_2 W_3 T_3 - ig_1 B \frac{Y}{2} = -i \left( g_2 s_w T_3 + g_1 c_w \frac{Y}{2} \right) A - i \left( g_2 c_w T_3 - g_1 s_w \frac{Y}{2} \right) Z.
\]

(A.13)

We can rearrange the factor in front of the photon field $A$:

\[
g_2 s_w T_3 + g_1 c_w \frac{Y}{2} = \frac{g_1 g_2}{\sqrt{g_1^2 + g_2^2}} \left( T_3 + \frac{Y}{2} \right) \overset{(A.1)}{=} \frac{g_1 g_2}{\sqrt{g_1^2 + g_2^2}} Q \equiv e Q,
\]

(A.14)

where we have identified electric charge $e$ and charge operator $Q$. Therefore, the full covariant derivative in the mass eigenstates of the gauge bosons reads

\[
D = -ig_S G_t - \frac{i e}{s_w} (W^+ T^+ + W^- T^-) - \frac{i e}{s_w c_w} (T_3 - s_w^2 Q) Z - i e Q A.
\]

(A.15)

The SSB has now become apparent: $SU(3)_C \times SU(2)_L \times U(1)_Y \overset{\text{SSB}}{\rightarrow} SU(3)_C \times U(1)_{EM}$, i.e. from the EW sector only the electromagnetic gauge group $U(1)_{EM}$ emerges after the SSB.
A.3. Potential term of the Higgs field

Here we try to reproduce the result (2.26) by identifying \( \mu^2 = -\lambda v^2 \) from (2.17):

\[
V(\phi) = -\frac{\lambda}{2} v^2 (v + h)^2 + \frac{\lambda}{4} (v + h)^4 = \quad (A.16)
\]

\[
= -\frac{\lambda}{2} v^2 (h^2 + 2hv + v^2) + \frac{\lambda}{4} (h^4 + 4h^3v + 6h^2v^2 + 4hv^3 + v^4) = \\
= \frac{\lambda}{4} h^4 + \lambda hv^3 + \lambda hv^2.
\]

In the last line we omitted terms containing only the VEV since \( v = \text{const} \) and the Lagrangian density is invariant under shifts by constant quantities.

A.4. Quark sector

Let us dissect the Yukawa contribution between the quarks and Higgs in more detail by explicitly expanding the terms of (2.31):

\[
\mathcal{L}_{\text{Yukawa}} = -g_{ij}^u \bar{u}_R^i \phi^j Q_L^i - g_{ij}^d \bar{d}_R^i \phi^j Q_L^i + \text{h.c.} = \\
= -\frac{v + h}{2} \left( g_{ij}^u \bar{u}_R^i u_L^j + g_{ij}^d \bar{d}_R^i d_L^j + y_{ij}^u \bar{u}_R^i u_R^j + y_{ij}^d \bar{d}_R^i d_R^j \right). 
\]

By using the relations (2.32)-(2.34), we can obtain the mass terms:

\[
-\mathcal{L}_{q,m} = \bar{u}_R^i u_L^i \mathcal{M}^u_{ij} U_{ki}^R U_{jl}^L + \bar{u}_L^i u_R^i \mathcal{M}^u_{ij} U_{ki}^L U_{jl}^R + \bar{d}_R^i d_L^i \mathcal{M}^d_{ij} D_{ki}^R D_{jl}^L + \bar{d}_L^i d_R^i \mathcal{M}^d_{ij} D_{ki}^L D_{jl}^R = \\
= \bar{u}_R^i u_L^i (U_R^i \mathcal{M}^u U_L^i)_{kl} + \bar{d}_R^i d_L^i (D_R^i \mathcal{M}^d D_L^i)_{kl} + \text{h.c.} = \\
= \mathcal{M}^u (\bar{u}_R^i u_L^i + \bar{d}_R^i d_L^i) + \mathcal{M}^d (\bar{d}_R^i d_L^i + \bar{u}_L^i u_R^i) = \\
= \mathcal{M}^u \bar{u}' u' + \mathcal{M}^d \bar{d}' d' \equiv \\
\equiv m_q \bar{q}' q' . 
\]

Higgs-to-quark coupling terms can be derived in similar fashion.

The unitary matrices \( U_L \) and \( U_R \) (as well as \( D_L \) and \( D_R \)) are independent from each other, and are chosen such that the biunitary transformations of \( \mathcal{M}^u \) and \( \mathcal{M}^d \) produce diagonal mass matrices with positive elements on their diagonals:

\[
\mathcal{M}^u \equiv U_R^\dagger \mathcal{M}^u U_L = \text{diag}(m_u, m_c, m_t) , \\
\mathcal{M}^d \equiv D_R^\dagger \mathcal{M}^d D_L = \text{diag}(m_d, m_s, m_b) . 
\]

(A.19)

The mass eigenstates of the quarks mix due to covariant derivative (A.15) entering in the interaction term between left-handed \( SU(2)_L \) doublet, as we already saw in (A.9). It is easy to see why CKM matrix \( V \equiv U_R^\dagger D_L \) is defined as such:

\[
iQ_L \overleftrightarrow{\partial} Q_L \supset \frac{g_2}{\sqrt{2}} \left( \bar{u}_R^L \mathcal{M}^u U_{ki}^R D_{ti}^L W^+ d_L^i + \phi_L^k D_{ki}^L U_{ti}^L W^- u_L^i \right) = \\
= \frac{g_2}{\sqrt{2}} \left[ \bar{u}_R^L (U_R^L D_L)_{ki} W^+ d_L^i + \phi_L^k (D_L^i U_L)_{ki} W^- u_L^i \right] = \\
= \frac{g_2}{\sqrt{2}} \left( \bar{u}_R^L V W^+ d_L^i + \bar{d}_L^i V^T W^- u_L^i \right) . 
\]

(A.20)
The magnitude of CKM elements are [24, p 229]

\[
V = \begin{pmatrix}
|V_{ud}| & |V_{us}| & |V_{ub}| \\
|V_{cd}| & |V_{cs}| & |V_{cb}| \\
|V_{td}| & |V_{ts}| & |V_{tb}|
\end{pmatrix} = \begin{pmatrix}
0.97434 & 0.22506 & 0.00357 \\
0.22492 & 0.97351 & 0.0411 \\
0.00875 & 0.0403 & 0.99915
\end{pmatrix}, \tag{A.21}
\]

where the probability for flavor transition \( i \leftrightarrow j \) is given by \(|V_{ij}|^2\). For instance, the probability for a top quark not decaying into a bottom quark is less than 0.2%. The neutral current contribution involves operator \( T_3 - s_w^2 Q \), which is diagonal and hence does not mix the mass eigenstates.

### A.5. Decay widths and branching ratios

Bare propagator of an unstable particle \( A \),

\[
\begin{pmatrix}
\hline
\bullet \\
\bullet \\
\bullet \\
\hline
\end{pmatrix}
= \frac{i}{p^2 - m^2}, \tag{A.22}
\]

could introduce unphysical singularities to probability amplitudes \( \mathcal{M}(X \to A \to Y) \) (and thereby to observables like cross sections) if the particle goes to mass shell \((p^2 \to m^2)\). It turns out that the propagator (A.22) must be modified to include all higher order contributions that suppress these singularities. This can be done by resumming all possible loop diagrams which we encapsulate into a sum of one-particle irreducible (1PI) \((\quad \otimes \quad \equiv -i\Sigma(p^2))^1\) corrections to the bare propagator:

\[
\begin{pmatrix}
\hline
\bullet \\
\bullet \\
\bullet \\
\hline
\end{pmatrix}
= \frac{i}{p^2 - m_R^2} \sum_{n=0}^{\infty} \left[ \frac{\Sigma(p^2)}{p^2 - m_R^2} \right]^n = \frac{i}{p^2 - m_R^2 - \Sigma(p^2)}, \tag{A.23}
\]

where \( m_R \) refers to renormalized mass subject to on-shell renormalization conditions \( \Sigma(m_R^2) = \Sigma'(m_R^2) = 0 \). For an unstable particle the sum of 1PI diagrams may acquire complex component, which shifts the mass pole to complex plane if we set the denominator of (A.23) to zero. Thus, it is custom to define real mass pole (or Breit-Wigner mass) \( m_P \) as the solution to

\[
m_R^2 - m_P^2 - \text{Re}\Sigma(m_P^2) = 0, \tag{A.24}
\]

which brings us to the following expression for the full propagator:

\[
\begin{pmatrix}
\hline
\bullet \\
\hline
\end{pmatrix}
= \frac{i}{p^2 - m_P^2 - i\text{Im}\Sigma(p^2)}. \tag{A.25}
\]

We define the (partial) decay width \( \Gamma(A \to X) \) for the process \( A \to X \) as

\[
\Gamma(A \to X) \equiv \frac{1}{2m_A} \int d\text{LIPS}_X |\mathcal{M}(A \to X)|^2 \tag{A.26}
\]

\( ^1 \) One cannot split 1PI diagram into two parts without crossing more than one propagator.
and the total decay width of \( A \) as a sum of decay widths for all possible processes,

\[
\Gamma_A \equiv \Gamma_{tot}(A \to \text{any}) = \sum_X \Gamma(A \to X).
\] (A.27)

According to optical theorem, the imaginary part of the forward scattering amplitude is related to the total decay width as follows:

\[
2\text{Im}\mathcal{M}(A \to A) = \sum_X \int d\text{LIPS}_X |\mathcal{M}(A \to X)|^2 = \frac{\Gamma_{tot}}{m_A}.
\] (A.28)

Therefore, by identifying \( \mathcal{M}(A \to A) = \Sigma(p^2) \), the propagator (A.25) takes the form

\[
\begin{array}{c}
\text{---} \\
p^2 - m_P^2 + im_P\Gamma_{tot}
\end{array}
\] (A.29)

also known as Breit-Wigner propagator. The modified propagator enters the cross sections in quadrature,

\[
\sigma \sim \frac{i}{p^2 - m_P^2 + im_P\Gamma_{tot}} \left| \Gamma_{tot} \right|^2 \frac{1}{(p^2 - m_P^2)^2 + (m_P\Gamma_{tot})^2},
\] (A.30)

thus following so-called Breit-Wigner (or Cauchy-Lorentz) distribution. In other words, the unstable particle manifests itself as a resonance in the cross section, the distribution of which peaks at mass \( m_P \) and has full width at half maximum (FWHM) of \( 2m_P\Gamma_{tot} \). If \( \Gamma_{tot} \ll m_P \) we obtain the \( \delta \)-function approximation of the Breit-Wigner propagator:

\[
\frac{1}{(p^2 - m_P^2)^2 + (m_P\Gamma_{tot})^2} \rightarrow \frac{\Gamma_{tot} \ll m_P}{\Gamma_{tot} m_P} \frac{\pi}{2} \delta^2(p^2 - m_P^2).
\] (A.31)

On the other hand, larger decay width means smaller mean lifetime \( \tau \) of the particle:

\[
\tau = \frac{1}{\Gamma_{tot}}.
\] (A.32)

The result (A.29) is valid not only for a scalar field but spinor and vector field as well.

The decay widths help us to define branching ratio \( \text{Br}(A \to X) \) as a ratio of its decay width to the total one:

\[
\text{Br}(A \to X) \equiv \frac{\Gamma(A \to X)}{\Gamma_{tot}},
\] (A.33)

which ensures that \( \sum_X \text{Br}(A \to X) = 1 \). The branching ratios can be interpreted as the probability for process \( A \to X \) occurring relative to all possible processes \( (A \to \text{any}) \).
B. CMS coordinate system and kinematics

B.1. Coordinate system

The Cartesian coordinate system used in CMS is right-handed: \( x \)-axis points towards the center of the LHC ring, \( z \)-axis directed along Beam 2 (i.e. the beam moving anti-clockwise, see fig. 3.1) and \( y \)-axis is perpendicular to the \( x \)-\( z \) plane, pointing upwards, with the origin of all axes set to the nominal interaction point in the center of the detector. The fact that the detector is radially symmetric around the \( z \)-axis (i.e. around the beam line) motivates the use of another coordinate system\(^1\) with the following definitions:

\[
\begin{align*}
  r & \equiv \sqrt{x^2 + y^2}, \\
  \theta & \equiv \arccos \frac{z}{\sqrt{x^2 + y^2 + z^2}}, \\
  \phi & \equiv \arctan \frac{y}{x},
\end{align*}
\]

where the radial distance \( r \in [0, \infty) \) is measured from the \( z \)-axis, the polar angle \( \theta \in [0, \pi) \) from the positive \( z \) direction (i.e. it denotes the opening angle to the \( z \) axis) and the azimuthal angle \( \phi \in (-\pi, \pi] \) indicates the orientation in the \( y \)-\( x \) plane from positive \( x \) direction. The relationship between Cartesian and these new coordinates is visualized in fig. B.1(a).

![Figure B.1: (a) the CMS coordinate systems: Cartesian \((x, y, z)\) and alternative \((r, \theta, \phi)\) coordinates; (b) isolation cone centered on momentum vector of particle (left) and its size in angular space (right) (see discussion of (B.13)).](image)

The pseudorapidity \( \eta \) for convenience, defined by

\[
\eta \equiv -\ln \tan \frac{\theta}{2}, \quad \text{or conversely} \quad \theta = 2 \arctan e^{-\eta},
\]

is then used instead of the polar angle \( \theta \). The advantage of pseudorapidity is that it is invariant under Lorentz boosts in \( z \) direction, i.e. the difference in pseudorapidity \((\Delta \eta = \eta_1 - \eta_2)\) does not depend on how much energy is carried away by (unmeasured) proton remnants.

\(^1\)Oftentimes this coordinate system is referred to as „cylindrical coordinates“ but that is not exactly what we use here.
It is easy to see that $\eta = 0$ if $\theta = \frac{\pi}{2}$ and approaches to $+\infty (-\infty)$ if $\theta \to 0$ ($\theta \to \pi$). Notice that

$$\sinh \eta = \frac{e^\eta - e^{-\eta}}{2} = \frac{1}{2} \left( \frac{1}{\tan \frac{\eta}{2}} - \tan \frac{\theta}{2} \right) = \cot \theta = \cot \arccos \frac{z}{\sqrt{r^2 + z^2}} = \frac{A}{\sqrt{1 - A^2}} \bigg|_{A = z/\sqrt{r^2 + z^2}} = \frac{z}{r} \Rightarrow z = r \sinh \eta,$$  \hspace{1cm} (B.3)

$$\sin \phi = \sin \arctan \frac{y}{x} = \frac{A}{\sqrt{1 + A^2}} \bigg|_{A = y/x} = \frac{y}{r} \Rightarrow y = r \sin \phi,$$  \hspace{1cm} (B.4)

$$\cos \phi = \cos \arctan \frac{y}{x} = \frac{1}{\sqrt{1 + A^2}} \bigg|_{A = y/x} = \frac{x}{r} \Rightarrow x = r \cos \phi,$$  \hspace{1cm} (B.5)

$$\sqrt{x^2 + y^2 + z^2} = \sqrt{r^2 \cos^2 \phi + r^2 \sin^2 \phi + r^2 \sinh^2 \eta} = r \cosh \eta.$$

Since the CMS detector measures the 4-momenta of particles, $p \equiv (E, p_x, p_y, p_z)$, the above coordinate prescription applies to these 4-vectors as well, in which the „radial“ coordinate $r$ of the ordinary space is now called transverse momentum $p_T$ in momentum space:

$$p_T \equiv |p_T| = \sqrt{p_x^2 + p_y^2} \quad \text{(with } p_T = (p_x, p_y)).$$  \hspace{1cm} (B.7)

The longitudinal momentum is naturally $p_z$ since its direction coincides with the beam line. Following the relations (B.3)-(B.6), it is easy to see that the vector $p = (p_x, p_y, p_z)$ in Cartesian coordinates can be written in terms of the components $(p_T, \eta, \phi)$ as follows:

$$p_x = p_T \cos \phi, \quad p_y = p_T \sin \phi, \quad p_z = p_T \sinh \eta, \quad |p| = p_T \cosh \eta.$$  \hspace{1cm} (B.8)

Sometimes it is beneficiary to distinguish a given set of objects by their $p_T$, where the object with the highest $p_T$ is referred to as „leading”, the one with the second highest as „sub-leading” and the third highest as „third” object.

One can also construct the so-called transverse mass $m_T$ of a single particle from its transverse momentum $p_T$ and its invariant mass $m$:

$$m_T^2 \equiv m^2 + p_T^2 = E^2 - p_z^2.$$  \hspace{1cm} (B.9)

Since quantities that are transverse to the direction of a Lorentz boost remain invariant under the boost, the transverse mass does not change under Lorentz boosts in beam direction.

**B.2. Missing transverse energy**

If we sum all momenta of reconstructed particles in an event, we might see a non-zero transverse momentum. Even though we do not know the exact longitudinal momenta of the initial partons in the event, we do know that the initial transverse momentum is zero. Thus, the residual momenta seen in the transverse plane might be due to particles
which the detector „missed” to reconstruct, which leads us to common definition of missing transverse momentum:
\[ p_T^{\text{miss}} \equiv \not{p}_T = (p_x, p_y) = -\sum_{i \in \text{measured}} p_i^T. \] (B.10)

Its magnitude is often referred to as missing transverse energy (MET), \( \slashed{E}_T = |\not{p}_T| \), or „\( p_T \) of MET” because its definition is analogous to (B.7):
\[ p_T = (\slashed{E}_T \cos \phi^{\text{miss}}_T, \slashed{E}_T \sin \phi^{\text{miss}}_T) \quad \text{with} \quad \phi^{\text{miss}}_T = \arctan \frac{|p_y|}{|p_x|}. \] (B.11)

The \( \slashed{E}_T \) can be attributed to reconstruction failures, mis-measured momenta or more often neutrinos participating in the event. Another useful quantity akin to MET is MHT defined as the negative vectorial sum of the momenta of high \( p_T \) jets \((j)\), leptons \((\ell)\) and hadronic \(\tau\) decay products \((\tau_h)\):
\[ \text{MHT} = |\not{\cancel{H}}_T| \quad \text{with} \quad \not{\cancel{H}}_T \equiv -\sum_{i \in (j,\ell,\tau_h)} p_i^T. \] (B.12)

The variable \( \not{\cancel{H}}_T \) has worse resolution than \( \slashed{E}_T \) but is more robust against PU as it is insensitive to the presence of low \( p_T \) hadrons in the event that are characteristic to PU.

### B.3. Isolation

The angular separation between two vectors \((p_i^T, \eta_i, \phi_i)\) and \((p_j^T, \eta_j, \phi_j)\) is given by
\[ \Delta R_{ij} \equiv \sqrt{(\eta_i - \eta_j)^2 + (\phi_i - \phi_j)^2} \equiv \sqrt{(\Delta \eta_{ij})^2 + (\Delta \phi_{ij})^2}. \] (B.13)

This quantity is used in the „cleaning” of objects: given angular separation constant \( R \) and particle \( A \) with momentum \((p_A^T, \eta_A, \phi_A)\), another object \( B \) with momentum \((p_B^T, \eta_B, \phi_B)\) gets „cleaned” w.r.t particle \( A \) if \( \Delta R_{AB} < R \). Conversely, another object \( C \) with momentum \((p_C^T, \eta_C, \phi_C)\) is retained if \( \Delta R_{AC} > R \). The situation is depicted in fig. B.1(b).

For the purpose of this analysis we require the leptons to be isolated (as discussed in section 4.2). The leptons may be part of hadronic jets and therefore reconstructed as such, as opposed to leptons coming from \( W/Z/\tau \) decays. One way to impose such isolation condition is to look at a fixed cone size \( R \) around a lepton \( \ell \) and check how much transverse momentum is not carried by the lepton defining the cone:
\[ I_{\text{iso}}(\ell) = \frac{1}{p_T(\ell)} \sum_{\text{hadrons,}\gamma \in R(\ell)} p_T^L, \] (B.14)

where the sum runs over hadrons and photons. If the ratio (B.14) exceeds some predefined value, then we say that the lepton is not isolated.

The above isolation requirement may be sub-optimal in some analyses, however, because it does not account for the situation in which a high \( p_T \) top quark decays via \( t \to W^+b \), where the \( b \) quark hadronizes into a jet and the \( W^+ \) boson decays leptonically. If the top quark has large momentum, the lepton and the \( b \)-jet may be highly collimated
in the laboratory frame (i.e. almost parallel to each other other) due to the Lorentz boost in the direction of the top quark.

The remedy is to use a cone of size that varies with the $p_T$ of the lepton:

$$R(\ell) = \frac{10 \text{ GeV}}{\min \{ \max \{ p_T(\ell), 50 \text{ GeV} \}, 200 \text{ GeV} \}}.$$  \hspace{1cm} (B.15)

The functional relation is plotted in fig. B.2. Efforts in finding the optimal lepton isolation discriminant have resulted in the so-called „mini-isolation”, defined by

$$I_{\text{mini}}(\ell) = \frac{1}{p_T(\ell)} \left[ \sum_{\text{charged} \in R(\ell)} p_T + \max \left\{ 0, \sum_{\text{neutral} \in \Delta R(\ell)} p_T - \rho A(\ell) \left( \frac{R(\ell)}{0.3} \right)^2 \right\} \right],$$  \hspace{1cm} (B.16)

where the first sum extends over charged hadrons, and the second sum over neutral hadrons and photons [49]. The neutral sum incorporates corrections to mitigate PU contributions to the lepton isolation cone. The symbols $\rho$ and $A(\ell)$ represent the average transverse momentum per unit area and the effective area of the lepton isolation cone. Both $\rho$ and $A(\ell)$ vary as function of $\eta$. Computation of the former is described in [118, 119], whereas the latter is determined from simulations [49]. Its precise values for various $\eta$ ranges are listed in table D.7.

![Figure B.2: Size R of the lepton isolation cone as function of lepton p_T.](image)

**B.4. Vertexing**

The reconstruction of $pp$ collision vertices, which are called „primary” vertices (PVs), is carried out in three steps: selection of the reconstructed tracks, track clustering and vertex fitting to associated tracks [120]. Per bunch crossing multiple (on average 20-25 at current luminosity/PU conditions) PVs are reconstructed, but we are only interested in the PV of the hard scattering process. It is custom to define such PV as the vertex with the largest $p_T^2$ sum of all its associated tracks because tracks from PU have usually low transverse momentum. The PV is required to be reconstructed within 24 cm in longitudinal direction and 2 cm in transverse direction from the nominal $pp$ interaction point of the detector.

By extrapolating a track towards its PV it is possible to derive various impact parameters (IPs) w.r.t the PV. The transverse IP $d_{xy}$ (or IP$_{2D}$ in some texts) is defined as the closest distance of the track to the PV projected onto the transverse plane; the longitudinal IP $d_z$ is the longitudinal distance between the PV and the intercept of the
track with the $z$-axis; the three-dimensional IP is the closest approach of the track to the PV in three dimensions. These quantities are signed: if the angle $\alpha$ between the vector pointing from the PV to the point of closest approach (also called decay position of the particle origination from the PV) and the track direction is less (greater) than $\pi/2$, then the sign is positive (negative). These definition can be better understood from fig. B.3. The significance of the IP (SIP) is defined as the ratio of the IP to its uncertainty.

**Figure B.3:** Impact parameters: longitudinal (left) and transverse (right). Jet direction is indicated with a dashed line, reconstructed tracks shown as solid. Because $\alpha_1 > \pi/2$ ($\alpha_2 < \pi/2$), the corresponding impact parameters $d_z^{(1)}$ and $d_{xy}^{(1)}$ are negative ($d_z^{(2)}$ and $d_{xy}^{(2)}$ are positive).

If a short-lived particle originating from the PV decays into a charged particle, the track of its charged decay product is expected to be close to the PV, meaning that the IPs (and their significances) should be relatively small. This requirement effectively suppresses tracks from PU and from cosmic background. The situation is a bit different for $b$ meson decays. The lifetime of $b$ mesons is sufficiently high for the $b$ mesons to travel a sizable distance before decaying. Its decay position, also called „secondary“ vertex (SV), is displaced from the PV by a measurable distance (typically a few mm). A great deal of effort has been invested to reconstruct such SVs and thereby identify $b$-jets. Out of many $b$-tagging algorithms, the most popular one is the Combined Secondary Vertex (CSV) algorithm, which exploits characteristic $b$-jet properties such as distance between the PV and SV; SIP$_{2D}$ and SIP$_{3D}$ which tend to take positive values; larger mass associated with the SV; higher track multiplicity; presence of soft leptons within the jet etc [121]. The algorithm feeds this information to a BDT which then computes the CSV $b$-tagging discriminant, a value in the range of 0 (given jet is not a $b$-jet) and 1 (given jet is a $b$-jet).
C. Analysis details

C.1. Fake factor method

This section gives a more explicit derivation of the fake factor (FF) formula (4.8) than what has been published in the original $\ell th$ multilepton analysis [102, section 7.5]. We denote the efficiency for prompt leptons by $\varepsilon$ and the misidentification rate for non-prompt leptons by $f$. The number of prompt and non-prompt leptons which pass the fakeable (tight) lepton selection criteria are denoted by $N_1$ ($N_{p|1}$) and $N_0$ ($N_{p|0}$), respectively. The number of leptons passing the fakeable and tight selection criteria are related to the efficiency and misidentification rate by

$$
\varepsilon = \frac{N_{p|1}}{N_1} \quad \text{and} \quad f = \frac{N_{p|0}}{N_0},
$$

where $N_{p|1}$ ($N_{p|0}$) represents the number of fakeable (non-)prompt leptons that pass the tight selection criteria and $N_1$ ($N_0$) the total number of fakeable (non-)prompt leptons. Similarly, we define complementary efficiencies and misidentification rates for the fakeable leptons to fail the tight cuts as

$$
\bar{\varepsilon} = 1 - \varepsilon = \frac{N_{f|1}}{N_1} \quad \text{and} \quad \bar{f} = 1 - f = \frac{N_{f|0}}{N_0},
$$

where $N_{f|1}$ ($N_{f|0}$) refers to the number of fakeable (non-)prompt leptons that fail the tight selection. This of course implies that

$$
N_1 = N_{f|1} + N_{p|1} \quad \text{and} \quad N_0 = N_{f|0} + N_{p|0}.
$$

Now let us consider events which contain a single fakeable lepton. The number of events in which a fakeable lepton that passes (fails) the tight selection reads:

$$
N_p = N_{p|1} + N_{p|0} \quad (N_f = N_{f|1} + N_{f|0}).
$$

The efficiencies and fake rates are parametrized by lepton $p_T$, $|\eta|$ and lepton flavor, but we have dropped these dependencies for the sake of brevity.

We can construct a matrix which relates the total number of events containing prompt and non-prompt leptons ($N_1$ and $N_0$) to the number of events in which the fakeable lepton passes or fails the tight lepton selection criteria ($N_p$ and $N_f$):

$$
\begin{pmatrix}
N_p \\
N_f
\end{pmatrix} =
\begin{pmatrix}
\varepsilon & f \\
\bar{\varepsilon} & \bar{f}
\end{pmatrix}
\begin{pmatrix}
N_1 \\
N_0
\end{pmatrix}.
$$

We denote the vector on the left hand side by $I$, the vector on the right hand side by $P$, and the matrix by $M$.

We can solve the eq. (C.5) for the vector $P$ by simply inverting the matrix $M$. However, if we want to assess the contribution of non-prompt leptons $N_{p|0}$ to the signal region (SR), then we have to subtract the contribution of prompt leptons $N_{p|1}$:

$$
N_p^{\text{bkg}} \equiv N_p - N_{p|1} \ \overset{(C.4)}{=} \ N_{p|0} \ \overset{(C.1)}{=} \ f N_0.
$$
The number of events with non-prompt leptons that pass the tight lepton selection criteria represents the fake lepton background in the SR, which we denote by \( N_p^{\text{bkg}} \). By solving the eq. (C.5) for \( N_0 \), the contribution of non-prompt leptons to the SR reads

\[
N_p^{\text{bkg}} = \frac{f}{\bar{f}} \frac{\bar{\varepsilon} N_f - \varepsilon N_p}{\bar{\varepsilon} f - \varepsilon f} .
\]  

(C.7)

In practice the efficiency for prompt leptons to pass the tight cuts is greater than that of non-prompt leptons \((\varepsilon > f)\), which implies that \( \bar{f} > \bar{\varepsilon} \) and \( \varepsilon \bar{f} > f \bar{\varepsilon} \). Furthermore, the background usually contains fewer events with prompt leptons than events with non-prompt leptons \((N_0 > N_1)\). Therefore, \( \bar{\varepsilon} N_1 \) is small compared to \( f N_0 \) and we can make an approximation \( N_f \approx f N_0 \) from which

\[
N_p^{\text{bkg}} \approx \frac{\bar{f}}{f} N_f = F N_f ,
\]  

(C.8)

where we have defined \( F = f/\bar{f} \). The same result can be obtained by setting \( \bar{\varepsilon} = 0 \) in (C.5):

\[
\tilde{M} \equiv M|_{\bar{\varepsilon}=0} = \begin{pmatrix} \varepsilon & f \\ 0 & f \end{pmatrix} .
\]  

(C.9)

This matrix serves as a building block in the FF method that is used to estimate the fake background, as we will see shortly.

Let us now consider the case of events that contain two fakeable leptons. If we try to infer the fakeable background in the SR in this case, we can categorize the sample of events into four categories that are based on the multiplicity of prompt and non-prompt leptons: both leptons are prompt \((N_{11})\); one lepton is prompt, the other is non-prompt \((N_{10}, N_{01})\); or both leptons are non-prompt \((N_{00})\). An alternative is to categorize the sample of events by the number of leptons that pass the tight lepton selection: both pass \((N_{pp})\), one fails and the other does not \((N_{pf}, N_{fp})\), or both fail \((N_{ff})\). For the sake of conciseness, we assume that the \( i \)-th index in both categorization options refers to \( i \)-th lepton sorted by their \( p_T \) in decreasing order, e.g. \( N_{fp} \) is the number of events in which the leading fakeable lepton fails but the subleading one passes the tight cuts. An equation equivalent to (C.5) is obtained by taking the tensor product of (C.5):

\[
I_1 \otimes I_2 = (M_1 \otimes M_2)(P_1 \otimes P_2) .
\]  

(C.10)

With

\[
M_1 \otimes M_2 = \begin{pmatrix} 
\varepsilon_1 & \bar{\varepsilon}_1 & f_1 & \bar{f}_1 \\
\bar{\varepsilon}_1 & \varepsilon_1 & \bar{f}_1 & f_1 \\
f_2 & \bar{f}_2 & \varepsilon_2 & \bar{\varepsilon}_2 \\
\bar{f}_2 & f_2 & \bar{\varepsilon}_2 & \varepsilon_2 
\end{pmatrix}
\]  

\[
= \begin{pmatrix} 
\varepsilon_1 \varepsilon_2 & \varepsilon_1 \bar{\varepsilon}_2 & \varepsilon_1 f_2 & \varepsilon_1 \bar{f}_2 \\
\bar{\varepsilon}_1 \varepsilon_2 & \bar{\varepsilon}_1 \bar{\varepsilon}_2 & \bar{\varepsilon}_1 \bar{f}_2 & \bar{\varepsilon}_1 f_2 \\
f_1 \bar{f}_2 & \bar{f}_1 \varepsilon_2 & f_1 \varepsilon_2 & f_1 \bar{\varepsilon}_2 \\
\bar{f}_1 \bar{f}_2 & f_1 \bar{f}_2 & \bar{f}_1 \bar{\varepsilon}_2 & \bar{f}_1 f_2 
\end{pmatrix} ,
\]  

(C.11)

the equation (C.10) takes the following explicit form:

\[
\begin{pmatrix} 
N_{pp} \\
N_{pf} \\
N_{fp} \\
N_{ff} 
\end{pmatrix}
\begin{pmatrix} 
\varepsilon_1 \varepsilon_2 & \varepsilon_1 \bar{\varepsilon}_2 & \varepsilon_1 f_2 & \varepsilon_1 \bar{f}_2 \\
\bar{\varepsilon}_1 \varepsilon_2 & \bar{\varepsilon}_1 \bar{\varepsilon}_2 & \bar{\varepsilon}_1 \bar{f}_2 & \bar{\varepsilon}_1 f_2 \\
f_1 \bar{f}_2 & \bar{f}_1 \varepsilon_2 & f_1 \varepsilon_2 & f_1 \bar{\varepsilon}_2 \\
\bar{f}_1 \bar{f}_2 & f_1 \bar{f}_2 & \bar{f}_1 \bar{\varepsilon}_2 & \bar{f}_1 f_2 
\end{pmatrix}
\begin{pmatrix} 
N_{11} \\
N_{10} \\
N_{01} \\
N_{00} 
\end{pmatrix} .
\]  

(C.12)
The contribution of non-prompt leptons to the SR can of course be estimated by inverting the above matrix and solving for the vector $P_1 \otimes P_2$; however, the exact solution already becomes quite elaborate. Instead, we use the approximation $\tilde{\epsilon}_1 = \tilde{\epsilon}_2 = 0$ or, in analogy to (C.9), the tensor product of the approximate matrices ($\tilde{M}_1 \otimes \tilde{M}_2$):

$$
\begin{pmatrix}
N_{pp} \\
N_{pf} \\
N_{fp} \\
N_{ff}
\end{pmatrix} = \begin{pmatrix}
\varepsilon_1 \varepsilon_2 & \varepsilon_1 f_2 & f_1 \varepsilon_2 & f_1 f_2 \\
0 & \varepsilon_1 f_2 & 0 & f_1 f_2 \\
0 & 0 & \varepsilon_1 \varepsilon_2 & f_1 \varepsilon_2 \\
0 & 0 & 0 & f_1 f_2
\end{pmatrix} \begin{pmatrix}
N_{11} \\
N_{10} \\
N_{01} \\
N_{00}
\end{pmatrix}.
$$

We can now solve for the fake background yield $N^{\text{bg}}_{pp}$ by the means of expressions:

$$
N_{ff} = \tilde{f}_1 f_2 N_{00} \Rightarrow N_{00} = \frac{N_{ff}}{\tilde{f}_1 f_2},
$$

(C.14)

$$
N_{fp} = \tilde{f}_1 \varepsilon_2 N_{01} + \tilde{f}_1 f_2 N_{00} \Rightarrow N_{01} = \frac{1}{\tilde{f}_1 \varepsilon_2} (N_{fp} - F_2 N_{ff}),
$$

(C.15)

$$
N_{pf} = \varepsilon_1 \tilde{f}_2 + f_1 \tilde{f}_2 N_{00} \Rightarrow N_{10} = \frac{1}{\varepsilon_1 \tilde{f}_2} (N_{pf} - F_1 N_{ff}),
$$

(C.16)

$$
N^{\text{bg}}_{pp} = \varepsilon_1 f_2 N_{10} + f_1 \varepsilon_2 N_{01} + f_1 f_2 N_{00} = \\
F_2 (N_{pf} - F_1 N_{ff}) + F_1 (N_{fp} - F_2 N_{ff}) + F_1 F_2 N_{ff} = \\
F_1 N_{fp} + F_2 N_{pf} - F_1 F_2 N_{ff}.
$$

(C.17)

Here the fake factor $F_i$ applies to events in which the $i$-th fakeable lepton fails the tight selection.

The procedure for the case of events that contain three fakeable leptons is analogous: taking the triple tensor product of (C.5),

$$
I_1 \otimes I_2 \otimes I_3 = (M_1 \otimes M_2 \otimes M_3)(P_1 \otimes P_2 \otimes P_3),
$$

(C.18)

we obtain

$$
\begin{pmatrix}
N_{ppp} \\
N_{ppf} \\
N_{ppf} \\
N_{ppf} \\
N_{ppf} \\
N_{ppf} \\
N_{ppf} \\
N_{ppf}
\end{pmatrix} = \begin{pmatrix}
\varepsilon_1 \varepsilon_2 \varepsilon_3 & \varepsilon_1 \varepsilon_2 f_3 & \varepsilon_1 f_2 \varepsilon_3 & \varepsilon_1 f_2 f_3 & f_1 \varepsilon_2 \varepsilon_3 & f_1 \varepsilon_2 f_3 & f_1 f_2 \varepsilon_3 & f_1 f_2 f_3 \\
0 & \varepsilon_1 \varepsilon_2 f_3 & 0 & f_1 \varepsilon_2 f_3 & 0 & f_1 \varepsilon_2 f_3 & 0 & f_1 f_2 f_3 \\
0 & 0 & \varepsilon_1 \varepsilon_2 \varepsilon_3 & \varepsilon_1 \varepsilon_2 f_3 & \varepsilon_1 f_2 \varepsilon_3 & \varepsilon_1 f_2 f_3 & f_1 \varepsilon_2 \varepsilon_3 & f_1 \varepsilon_2 f_3 \\
0 & 0 & 0 & \varepsilon_1 f_2 \varepsilon_3 & \varepsilon_1 f_2 f_3 & f_1 \varepsilon_2 f_3 & f_1 \varepsilon_2 f_3 & f_1 f_2 f_3 \\
0 & 0 & 0 & 0 & \varepsilon_1 \varepsilon_2 \varepsilon_3 & \varepsilon_1 \varepsilon_2 f_3 & \varepsilon_1 f_2 \varepsilon_3 & \varepsilon_1 f_2 f_3 \\
0 & 0 & 0 & 0 & 0 & \varepsilon_1 \varepsilon_2 f_3 & \varepsilon_1 f_2 f_3 & f_1 \varepsilon_2 f_3 \\
0 & 0 & 0 & 0 & 0 & 0 & \varepsilon_1 \varepsilon_2 \varepsilon_3 & \varepsilon_1 \varepsilon_2 f_3 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \varepsilon_1 \varepsilon_2 f_3
\end{pmatrix} \begin{pmatrix}
N_{111} \\
N_{110} \\
N_{101} \\
N_{100} \\
N_{011} \\
N_{010} \\
N_{001} \\
N_{000}
\end{pmatrix}.
$$

(C.19)

The above expression simplifies once the assumptions $\tilde{\epsilon}_1 = \tilde{\epsilon}_2 = \tilde{\epsilon}_3 = 0$ are made or, in analogy to (C.9), the tensor product of the approximate matrices ($\tilde{M}_1 \otimes \tilde{M}_2 \otimes \tilde{M}_3$) is used:

$$
\begin{pmatrix}
N_{ppp} \\
N_{ppf} \\
N_{ppf} \\
N_{ppf} \\
N_{ppf} \\
N_{ppf} \\
N_{ppf} \\
N_{ppf}
\end{pmatrix} = \begin{pmatrix}
\varepsilon_1 \varepsilon_2 \varepsilon_3 & \varepsilon_1 \varepsilon_2 f_3 & \varepsilon_1 f_2 \varepsilon_3 & \varepsilon_1 f_2 f_3 & f_1 \varepsilon_2 \varepsilon_3 & f_1 \varepsilon_2 f_3 & f_1 f_2 \varepsilon_3 & f_1 f_2 f_3 \\
0 & \varepsilon_1 \varepsilon_2 f_3 & 0 & f_1 \varepsilon_2 f_3 & 0 & f_1 \varepsilon_2 f_3 & 0 & f_1 f_2 f_3 \\
0 & 0 & \varepsilon_1 \varepsilon_2 \varepsilon_3 & \varepsilon_1 \varepsilon_2 f_3 & \varepsilon_1 f_2 \varepsilon_3 & \varepsilon_1 f_2 f_3 & f_1 \varepsilon_2 \varepsilon_3 & f_1 \varepsilon_2 f_3 \\
0 & 0 & 0 & \varepsilon_1 f_2 \varepsilon_3 & \varepsilon_1 f_2 f_3 & f_1 \varepsilon_2 f_3 & f_1 \varepsilon_2 f_3 & f_1 f_2 f_3 \\
0 & 0 & 0 & 0 & \varepsilon_1 \varepsilon_2 \varepsilon_3 & \varepsilon_1 \varepsilon_2 f_3 & \varepsilon_1 f_2 \varepsilon_3 & \varepsilon_1 f_2 f_3 \\
0 & 0 & 0 & 0 & 0 & \varepsilon_1 \varepsilon_2 f_3 & \varepsilon_1 f_2 f_3 & f_1 \varepsilon_2 f_3 \\
0 & 0 & 0 & 0 & 0 & 0 & \varepsilon_1 \varepsilon_2 \varepsilon_3 & \varepsilon_1 \varepsilon_2 f_3 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \varepsilon_1 \varepsilon_2 f_3
\end{pmatrix} \begin{pmatrix}
N_{111} \\
N_{110} \\
N_{101} \\
N_{100} \\
N_{011} \\
N_{010} \\
N_{001} \\
N_{000}
\end{pmatrix}.
$$

(C.20)
This enables us to solve for the number of fake background events in the SR:

\begin{equation}
N_{fff} = \bar{f}_1 \bar{f}_2 \bar{f}_3 N_{000} \Rightarrow N_{000} = \frac{N_{fff}}{\bar{f}_1 \bar{f}_2 \bar{f}_3}, \tag{C.21}
\end{equation}

\begin{equation}
N_{pff} = \varepsilon_1 \bar{f}_2 \bar{f}_3 N_{100} + f_1 \bar{f}_2 \bar{f}_3 N_{000} \Rightarrow N_{100} = \frac{N_{pff} - F_3 N_{fff}}{\varepsilon_1 \bar{f}_2 \bar{f}_3}, \tag{C.22}
\end{equation}

\begin{equation}
N_{fpf} = \bar{f}_1 \varepsilon_2 \bar{f}_3 N_{010} + \bar{f}_1 f_2 \bar{f}_3 N_{000} \Rightarrow N_{010} = \frac{N_{fpf} - F_2 N_{fff}}{\bar{f}_1 \varepsilon_2 \bar{f}_3}, \tag{C.23}
\end{equation}

\begin{equation}
N_{ffp} = \bar{f}_1 \bar{f}_2 \varepsilon_3 N_{001} + \bar{f}_1 f_2 \bar{f}_3 N_{000} \Rightarrow N_{001} = \frac{N_{ffp} - F_3 N_{fff}}{\bar{f}_1 \bar{f}_2 \varepsilon_3}, \tag{C.24}
\end{equation}

\begin{equation}
N_{ppf} = \varepsilon_1 \varepsilon_2 \bar{f}_3 N_{110} + \varepsilon_1 f_2 \bar{f}_3 N_{100} + f_1 \varepsilon_2 \bar{f}_3 N_{010} + f_1 f_2 \bar{f}_3 N_{000} = \varepsilon_1 \varepsilon_2 \bar{f}_3 N_{110} + F_2 (N_{pff} - F_1 N_{fff}) + F_1 (N_{fpf} - F_2 N_{fff}) + F_1 F_2 N_{fff} \Rightarrow \tag{C.25}
\end{equation}

\begin{equation}
N_{pfp} = \bar{f}_1 \bar{f}_2 \varepsilon_3 N_{101} + \varepsilon_1 \bar{f}_2 \bar{f}_3 N_{100} + \varepsilon_1 f_2 \bar{f}_3 N_{000} = \varepsilon_1 \bar{f}_2 \bar{f}_3 N_{101} + F_3 (N_{pfp} - F_1 N_{fff}) + F_1 (N_{fpf} - F_3 N_{fff}) + F_1 F_3 N_{fff} \Rightarrow \tag{C.26}
\end{equation}

\begin{equation}
N_{fpp} = \bar{f}_1 \bar{f}_2 \varepsilon_3 N_{011} + \varepsilon_1 \bar{f}_2 \bar{f}_3 N_{010} + \varepsilon_1 f_2 \bar{f}_3 N_{001} + f_1 \bar{f}_2 \bar{f}_3 N_{000} = \bar{f}_1 \bar{f}_2 \varepsilon_3 N_{011} + F_3 (N_{fpp} - F_2 N_{fff}) + F_2 (N_{fpf} - F_3 N_{fff}) + F_2 F_3 N_{fff} \Rightarrow \tag{C.27}
\end{equation}

\begin{equation}
N_{ppp} = \varepsilon_1 \varepsilon_2 \bar{f}_3 N_{110} + \varepsilon_1 f_2 \bar{f}_3 N_{101} + f_1 \varepsilon_2 \bar{f}_3 N_{011} + f_1 f_2 \bar{f}_3 N_{000} = \varepsilon_1 \bar{f}_2 \bar{f}_3 N_{110} + F_3 (N_{ppp} - F_2 N_{pff} - F_1 N_{ppf} + F_1 F_2 N_{fff}) + \varepsilon_1 f_2 \bar{f}_3 N_{101} + F_3 (N_{ppp} - F_1 N_{pff} - F_3 N_{ppf} + F_1 F_3 N_{fff}) + \bar{f}_1 \bar{f}_2 \varepsilon_3 N_{011} + F_3 (N_{fpf} - F_1 N_{fff}) + F_1 (N_{fpf} - F_3 N_{fff}) + F_1 F_3 N_{fff} + F_1 F_2 \bar{f}_3 N_{fff} = \varepsilon_1 f_2 \bar{f}_3 N_{000} + \varepsilon_1 \bar{f}_2 \bar{f}_3 N_{000} + \varepsilon_1 f_2 \bar{f}_3 N_{000} = F_3 (N_{ppp} - F_2 N_{pff} - F_1 N_{ppf} + F_1 F_2 N_{fff}) + F_1 (N_{fpf} - F_3 N_{fff}) + F_1 F_3 N_{fff} + F_1 F_2 \bar{f}_3 N_{fff} = F_1 N_{ppp} + F_2 N_{ppf} + F_3 N_{ppf} - F_1 F_2 N_{fff} - F_1 F_3 N_{ppf} - F_2 F_3 N_{ppf} + F_1 F_2 F_3 N_{fff}. \tag{C.28}
\end{equation}

The generalization to the case of events containing \( n \) leptons is evident: just perform \( n \) tensor products of (C.5), while assuming (C.9), and solve for \( N_{p_{\text{bkg}}} \). The general FF solution exhibits a recursive structure and may be symbolically written as

\begin{equation}
N_{p_{\text{bkg}}} = \sum_{k=1}^{n} (-1)^{k+1} \prod_{j \in \{i_1, \ldots, i_k\}} F_{i_j} N_{\text{perm}, (f_{p_{\text{bkg}}-k})}, \tag{C.30}
\end{equation}

where the product extends over all possible combinations of \( k \) leptons that fail the tight lepton selection out of \( n \) leptons in total.

It is important to stress that each event in the application region is assigned a unique FF computed as function of lepton \( p_T \), \( \eta \) and lepton flavor. The total fake yield \( N_{\text{bkg}} \)
is obtained by summing all such weights together. The expressions in (C.8), (C.17) and (C.29) then generalize to

$$N_{bkg}^{p} = \sum_{f} F_{1}, \quad \text{(C.31)}$$

$$N_{bkg}^{pp} = \sum_{p} \sum_{f} F_{2} - \sum_{f f} F_{1} F_{2}, \quad \text{(C.32)}$$

$$N_{bkg}^{ppp} = \sum_{f f p} F_{3} - \sum_{f p f} F_{1} F_{2} - \sum_{p f f} F_{1} F_{3} - \sum_{f f f} F_{2} F_{3} + \sum_{f f f} F_{1} F_{2} F_{3}, \quad \text{(C.33)}$$

where the sums extend over events containing either one, two or three fakeable leptons. The fake factors $F_i$ are computed from the $p_T$, $\eta$ and lepton flavor of the $i$-th leading lepton that passes the fakeable lepton selection criteria, but fails the tight lepton selection criteria. Only these leptons contribute to the sums (C.31)-(C.33).

C.2. Statistical treatment

The results presented in section 4.4.4 are derived by the means of a maximum likelihood (ML) fit. The ATLAS and CMS collaborations have adapted and achieved convergence on the method so that there would be no ambiguity in presenting the results [122]. In practice, the statistical procedures are carried out using the ROOStats-based [123] statistical analysis software packages COMBINEDLIMIT [124] and COMBINEHARVESTER [125].

Essentially, the method promotes the signal strength $\mu$ (given by eq. 2.38) to be the parameter of interest (POI) for the purpose of performing hypotheses tests. The null hypothesis $H_0$ is that our measured data contains only background, which corresponds to $\mu = 0$. Since we actually do not know what part of the measured data is signal and which part is background, the alternative hypothesis $H_1$ is formulated as signal-plus-background hypothesis, corresponding to $\mu = 1$.

Given a hypothesis $H_\mu$ and binned distributions of the final discriminant for data, the $tth$ signal and different backgrounds, we would expect to see

$$p_i(\theta) = b_i(\theta) + \mu s_i(\theta) \quad \text{(C.34)}$$

events in the $i$-th bin of the discriminant distribution, where $s_i$ ($b_i$) denotes the number of signal (background) events in the bin. The set of nuisance parameters $\theta$ represent systematic uncertainties that may scale the event yield, change the shape of the discriminant distribution, or both. Given eq. (C.34), the probability to observe $d_i$ data events in the $i$-th bin of the discriminant distribution is given by the Poisson distribution:

$$L_i(\mu, \theta) = e^{-b_i(\theta)} \frac{\mu^{d_i}}{d_i!}. \quad \text{(C.35)}$$

The number of events observed in each bin is statistically independent from the number of events observed in other bins. The overall probability to observe a given distribution of the discriminant, specified by the $N$ values of $d_i$, is thus given by the product of (C.35) over all $N$ bins:

$$L(\mu, \theta) = \prod_{i=1}^{N} L_i \times p(\bar{\theta}|\theta) = \prod_{i=1}^{N} e^{-b_i(\theta) - \mu s_i(\theta)} \frac{[b_i(\theta) + \mu s_i(\theta)]^{d_i}}{d_i!} \times p(\bar{\theta}|\theta). \quad \text{(C.36)}$$
In (C.36), we have also included a probability distribution function (p.d.f) for the systematic uncertainties. The function \( p(\tilde{\theta} | \theta) \) reflects our degree of belief on what the true value of a nuisance parameter \( \theta \) is, given a measured value \( \tilde{\theta} \). The exact form of \( p(\tilde{\theta} | \theta) \) depends on the nature of systematic uncertainties, e.g. shape-changing systematics follow Gaussian p.d.f, statistical uncertainties are described with Gamma distribution, and other yield-changing systematics are modeled with log-normal distribution [122].

The likelihood function \( L(\hat{\mu}, \bar{\theta}) \) is called unconditional maximum likelihood, if its arguments

\[
(\hat{\mu}, \bar{\theta}) = \arg \max_{\mu, \theta} L(\mu, \theta)
\]

maximize the likelihood function (C.36). The value \( \hat{\mu} \) represents the best possible fit of the signal strength, oftentimes referred to as the observed signal strength. By letting the signal strength float freely in (C.37),

\[
\bar{\theta}_\mu = \arg \max_{\theta} L(\mu, \theta),
\]

we obtain the maximum conditional likelihood \( L(\mu, \bar{\theta}_\mu) \). Notice that the nuisance parameters \( \bar{\theta}_\mu \) which maximize the likelihood function (C.36) depend on the given value of \( \mu \) which is indicated by subscript.

If we were to plot \(-2 \ln L(\mu, \bar{\theta}_\mu)\) as a function of \( \mu \), the best fit value \( \hat{\mu} \) would correspond to a minimum. The plotted curve is parabola-like around the minimum, and becomes broader as the systematic uncertainties increase, reflecting a loss of information caused by uncertainties. The systematic and statistical uncertainties \( \mu_{\pm} \) that are associated with the best fit value \( \hat{\mu} \) are obtained by moving one unit up from the minimum and finding the abscissa of the horizontal intersection to the fit. The best fit is often quoted as \( \hat{\mu}^{\delta_+} \), where the uncertainties are expressed via differences \( \delta_{\pm} = \mu_{\pm} - \hat{\mu} \).

During the statistical procedures we have avoided to look at the data – often referred to as „blind analysis” – in order to resist the temptation of fine-tuning the analysis and therefore produce subjective results. Furthermore, focusing only on the observation does not give us any metric for comparison. This has motivated to derive expected statistical figures analogous to the observed ones. The expected values of the statistical figures are obtained by replacing the real data with „pseudo-data”, also known as Asimov data, which are constructed by randomly sampling from the expected numbers \( p_i \) given by (C.34), assuming either the background-only (\( \mu = 0 \)) or the signal-plus-background (\( \mu = 1 \)) hypothesis. The nuisance parameters \( \theta \) are randomly sampled from the p.d.f \( p(\tilde{\theta} | \theta) \). All relevant statistical quantities are recalculated from this pseudo-data, and quoted as „expected” instead of „observed” or „measured” results. The expected values serve as a guideline to quantify the sensitivity of an analysis.

It is useful to construct a profile likelihood function as the ratio of unconditional over the conditional likelihood,

\[
\lambda(\mu) = \frac{L(\mu, \bar{\theta})}{L(\hat{\mu}, \bar{\theta})}.
\]

The likelihood given by (C.36) is by construction positive semi-definite, which in turn implies that \( 0 \leq \lambda(\mu) \leq 1 \). If the profile likelihood \( \lambda(\mu) \) takes values close to 1 for a given
hypothesis $H_\mu$, then the hypothesis agrees well with the observation (i.e. the data). In practice it is useful to express the level of agreement between hypothesis and data by a modified test statistic

$$q_\mu = -2 \ln \lambda(\mu),$$

which has the advantage of turning the factors in the expression for the likelihood in (C.36) into sums. With this definition, smaller (larger) values of the test statistic indicate a higher (lower) level of agreement between a given hypothesis and the data.

The test statistic (C.40) helps to assess how likely it is for an excess that may be observed in the data to arise from a statistical fluctuations of the background, and allows to compute the probability, also known as significance, for this to happen. In order to obtain the significance, let us consider the following test statistic for rejecting the background-only hypothesis ($\mu = 0$):

$$q_0 = \begin{cases} -2 \ln \lambda(0) & \text{if } \hat{\mu} \geq 0, \\ 0 & \text{if } \hat{\mu} < 0 \end{cases}.$$  

Any positive signal ($\hat{\mu} > 0$) implies incompatibility with the null hypothesis, whereas a deficit in the data w.r.t the background-only hypothesis indicates that either the background is poorly modeled or the observed data is due to a downward fluctuation, and therefore not interpreted as evidence for the presence of a signal. Assuming that the null hypothesis and the corresponding nuisance parameters $\bar{\theta}_0^{\text{obs}}$ are obtained from a fit to the data, the distribution of $q_0$ follows the p.d.f $f(q_0|H_0, \bar{\theta}_0^{\text{obs}})$, which is typically constructed by random sampling from the likelihood function of the background-only hypothesis $L(0, \bar{\theta}_0^{\text{obs}})$, given by (C.36) with $\mu = 0$. The probability to observe a value of the test statistic as large as $q_0^{\text{obs}}$ (or greater), assuming the null hypothesis, is given by p-value

$$p_0 = \int_{q_0^{\text{obs}}}^{\infty} f(q_0|H_0, \bar{\theta}_0^{\text{obs}}) \, dq_0,$$

where $q_0^{\text{obs}}$ is the observed value of $q_0$ which is obtained from the fit to the data. The p-value corresponds to the cumulative probability $f(q_0|H_0, \bar{\theta}_0^{\text{obs}})$ integrated over the region $q_0 \geq q_0^{\text{obs}}$. It is convenient to relate the observed value of $p_0$ to the tail probability of a Gaussian distribution,

$$p_0 = \int_{Z}^{\infty} \frac{\exp(-x^2/2)}{\sqrt{2\pi}} \, dx,$$

where $Z$ denotes the number of standard deviations corresponding to the observed probability $p_0$ and is commonly called the significance. Intuitively, the larger the significance, the smaller the p-value, or equivalently the probability for an excess observed in the data to arise from a statistical fluctuation of the background.
D. Tables

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>48.57</td>
<td>3925</td>
<td>1373.00</td>
<td>883.70</td>
<td>488.0</td>
<td>507.1</td>
<td>74.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>55.71</td>
</tr>
</tbody>
</table>

Table D.1: The total SM cross sections for the main Higgs production mechanisms at a center-of-mass energy of $\sqrt{s} = 13$ TeV for Higgs boson of mass $m_h = 125$ GeV [32, 126]. The cross section for $s$-channel $th + th$ production is a few orders of magnitude smaller than the cross section for $t$-channel $th + th$ production and thus not shown here.

<table>
<thead>
<tr>
<th></th>
<th>$e^+\nu_e(\bar{\nu}_\tau)$</th>
<th>$\mu^+\nu_\mu(\bar{\nu}_\tau)$</th>
<th>$\tau^+\nu_\tau$</th>
<th>$\ell^+\nu_\ell(\bar{\nu}_\tau)$</th>
<th>hadronic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>avg</td>
<td>sum</td>
<td>$q\bar{q}'$</td>
<td>$\tau_h^+\nu_\tau$</td>
<td></td>
</tr>
<tr>
<td>$W^+$</td>
<td>10.71%</td>
<td>10.63%</td>
<td>11.38%</td>
<td>10.87%</td>
<td>21.34%</td>
</tr>
<tr>
<td>$\tau^+$</td>
<td>17.82%</td>
<td>17.39%</td>
<td>-</td>
<td>35.21%</td>
<td>17.61%</td>
</tr>
<tr>
<td></td>
<td>$e^+\mu^-$</td>
<td>$\mu^+\mu^-$</td>
<td>$\tau^+\tau^-$</td>
<td>$\ell^+\ell^-$</td>
<td>$q\bar{q}'$</td>
</tr>
<tr>
<td>$Z$</td>
<td>3.363%</td>
<td>3.366%</td>
<td>3.370%</td>
<td>3.365%</td>
<td>6.729%</td>
</tr>
</tbody>
</table>

$\dagger$ – the tau neutrino arises only from leptonic $\tau$ decay.

Table D.2: Branching ratios (Br) of $W$, $\tau$ and $Z$ [24]. The symbol $\ell$ stands for either $e$ or $\mu$. Br($\tau \rightarrow \tau_h \nu_\tau$) represents all hadronic $\tau$ decay modes. See also table D.12.

<table>
<thead>
<tr>
<th></th>
<th>$h \rightarrow \gamma\gamma$</th>
<th>$h \rightarrow ZZ$</th>
<th>$h \rightarrow W^+W^-$</th>
<th>$h \rightarrow \tau^+\tau^-$</th>
<th>$h \rightarrow b\bar{b}$</th>
<th>$h \rightarrow Z\gamma$</th>
<th>$h \rightarrow \mu^+\mu^-$</th>
</tr>
</thead>
<tbody>
<tr>
<td>branching ratio</td>
<td>$2.27^{+5.0%}_{-4.9%}$</td>
<td>$26.2^{+4.3%}_{-4.1%}$</td>
<td>$214^{+4.3%}_{-4.4%}$</td>
<td>$62.7^{+5.7%}_{-5.7%}$</td>
<td>$584^{+3.2%}_{-3.3%}$</td>
<td>$1.53^{+9.0%}_{-8.9%}$</td>
<td>$0.218^{+6.0%}_{-5.9%}$</td>
</tr>
<tr>
<td>mass resolution</td>
<td>1-2%</td>
<td>1-2%</td>
<td>20%</td>
<td>15%</td>
<td>10%</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table D.3: Branching ratios of Higgs decay modes with relative uncertainties and typical resolution on the reconstructed Higgs mass in different decay modes [24, tables 11.3-11.4].
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<table>
<thead>
<tr>
<th>Dataset name</th>
<th>Run-range</th>
<th>Integrated luminosity [fb⁻¹]</th>
</tr>
</thead>
<tbody>
<tr>
<td>/SingleElectron/Run2016B-23Sep2016-v3/MINIAOD</td>
<td>273150–275376</td>
<td>5.79</td>
</tr>
<tr>
<td>/SingleElectron/Run2016C-23Sep2016-v1/MINIAOD</td>
<td>275656–276283</td>
<td>2.57</td>
</tr>
<tr>
<td>/SingleElectron/Run2016E-23Sep2016-v1/MINIAOD</td>
<td>276831–277420</td>
<td>4.01</td>
</tr>
<tr>
<td>/SingleElectron/Run2016F-23Sep2016-v1/MINIAOD</td>
<td>277932–278808</td>
<td>3.10</td>
</tr>
<tr>
<td>/SingleElectron/Run2016G-23Sep2016-v1/MINIAOD</td>
<td>278820–280385</td>
<td>7.54</td>
</tr>
<tr>
<td>/SingleElectron/Run2016H-PromptReco-v3/MINIAOD</td>
<td>284036–284044</td>
<td>0.22</td>
</tr>
<tr>
<td>/SingleElectron/Run2016B-23Sep2016-v3/MINIAOD</td>
<td>273150–275376</td>
<td>5.79</td>
</tr>
<tr>
<td>/SingleElectron/Run2016C-23Sep2016-v1/MINIAOD</td>
<td>275656–276283</td>
<td>2.57</td>
</tr>
<tr>
<td>/SingleElectron/Run2016E-23Sep2016-v1/MINIAOD</td>
<td>276831–277420</td>
<td>4.01</td>
</tr>
<tr>
<td>/SingleElectron/Run2016F-23Sep2016-v1/MINIAOD</td>
<td>277932–278808</td>
<td>3.10</td>
</tr>
<tr>
<td>/SingleElectron/Run2016G-23Sep2016-v1/MINIAOD</td>
<td>278820–280385</td>
<td>7.54</td>
</tr>
<tr>
<td>/SingleElectron/Run2016H-PromptReco-v3/MINIAOD</td>
<td>284036–284044</td>
<td>0.22</td>
</tr>
<tr>
<td>/DoubleElectron/Run2016B-23Sep2016-v3/MINIAOD</td>
<td>273150–275376</td>
<td>5.79</td>
</tr>
<tr>
<td>/DoubleElectron/Run2016C-23Sep2016-v1/MINIAOD</td>
<td>275656–276283</td>
<td>2.57</td>
</tr>
<tr>
<td>/DoubleElectron/Run2016E-23Sep2016-v1/MINIAOD</td>
<td>276831–277420</td>
<td>4.01</td>
</tr>
<tr>
<td>/DoubleElectron/Run2016F-23Sep2016-v1/MINIAOD</td>
<td>277932–278808</td>
<td>3.10</td>
</tr>
<tr>
<td>/DoubleElectron/Run2016G-23Sep2016-v1/MINIAOD</td>
<td>278820–280385</td>
<td>7.54</td>
</tr>
<tr>
<td>/DoubleElectron/Run2016H-PromptReco-v3/MINIAOD</td>
<td>284036–284044</td>
<td>0.22</td>
</tr>
<tr>
<td>/DoubleMuon/Run2016B-23Sep2016-v3/MINIAOD</td>
<td>273150–275376</td>
<td>5.79</td>
</tr>
<tr>
<td>/DoubleMuon/Run2016C-23Sep2016-v1/MINIAOD</td>
<td>275656–276283</td>
<td>2.57</td>
</tr>
<tr>
<td>/DoubleMuon/Run2016D-23Sep2016-v1/MINIAOD</td>
<td>276315–276811</td>
<td>4.25</td>
</tr>
<tr>
<td>/DoubleMuon/Run2016E-23Sep2016-v1/MINIAOD</td>
<td>276831–277420</td>
<td>4.01</td>
</tr>
<tr>
<td>/DoubleMuon/Run2016F-23Sep2016-v1/MINIAOD</td>
<td>277932–278808</td>
<td>3.10</td>
</tr>
<tr>
<td>/DoubleMuon/Run2016G-23Sep2016-v1/MINIAOD</td>
<td>278820–280385</td>
<td>7.54</td>
</tr>
<tr>
<td>/DoubleMuon/Run2016H-PromptReco-v3/MINIAOD</td>
<td>284036–284044</td>
<td>0.22</td>
</tr>
<tr>
<td>/MuonEG/Run2016B-23Sep2016-v3/MINIAOD</td>
<td>273150–275376</td>
<td>5.79</td>
</tr>
<tr>
<td>/MuonEG/Run2016C-23Sep2016-v1/MINIAOD</td>
<td>275656–276283</td>
<td>2.57</td>
</tr>
<tr>
<td>/MuonEG/Run2016D-23Sep2016-v1/MINIAOD</td>
<td>276315–276811</td>
<td>4.25</td>
</tr>
<tr>
<td>/MuonEG/Run2016E-23Sep2016-v1/MINIAOD</td>
<td>276831–277420</td>
<td>4.01</td>
</tr>
<tr>
<td>/MuonEG/Run2016F-23Sep2016-v1/MINIAOD</td>
<td>277932–278808</td>
<td>3.10</td>
</tr>
<tr>
<td>/MuonEG/Run2016G-23Sep2016-v1/MINIAOD</td>
<td>278820–280385</td>
<td>7.54</td>
</tr>
<tr>
<td>/MuonEG/Run2016H-PromptReco-v2/MINIAOD</td>
<td>281207–284035</td>
<td>8.39</td>
</tr>
<tr>
<td>/MuonEG/Run2016H-PromptReco-v3/MINIAOD</td>
<td>284036–284044</td>
<td>0.22</td>
</tr>
</tbody>
</table>

| Total | -     | 35.87 |

Table D.4: Datasets collected with different triggers that are used in this analysis. The data is masked with Cert_271036-284044_13TeV_23Sep2016ReReco_Collisions16_JSON.txt released by the CMS DQM and Data Certification services that filter out the events considered appropriate for processing [77, 78]. The datasets are available in CMS DAS and can be queried with the dataset identification strings listed in the first column [79].
<table>
<thead>
<tr>
<th>Process</th>
<th>Dataset name</th>
<th>Cross section [pb]</th>
<th>$N_{\text{event}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t\bar{t}h$</td>
<td>/ttHJetToombb_M125_13TeV_amcatnloFXFX_madspin_pythia8_TuneCUETP8M1_13TeV-amcatnlo-pythia8/</td>
<td>0.215</td>
<td>2969555</td>
</tr>
<tr>
<td>$t\bar{t}W$</td>
<td>/TTJetsToLNu_TuneCUETP8M1_13TeV-amcatnloFXFX-madspin-pythia8/</td>
<td>0.204</td>
<td>2706951</td>
</tr>
<tr>
<td>$t\bar{t}Z$</td>
<td>/TTToLLNuNu_M_10_TuneCUETP8M1_13TeV-amcatnlo-pythia8/</td>
<td>0.273</td>
<td>3685750</td>
</tr>
<tr>
<td>$t + \gamma + \text{jets}$</td>
<td>/TTJets_TuneCUETP8M1_13TeV-amcatnloFXFX-madspin-pythia8/</td>
<td>3.70</td>
<td>4742775</td>
</tr>
<tr>
<td>single $t\bar{t} + \gamma + \text{jets}$</td>
<td>/TTJets_TuneCUETP8M1_13TeV-amcatnloFXFX-madspin-pythia8/</td>
<td>2.97</td>
<td>364136</td>
</tr>
<tr>
<td>$W + \gamma + \text{jets}$</td>
<td>/WGToNuG_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8/</td>
<td>586</td>
<td>9683019</td>
</tr>
<tr>
<td>$Z/\gamma^* + \gamma$</td>
<td>/ZGTo2LG_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8/</td>
<td>1.31</td>
<td>9242340</td>
</tr>
<tr>
<td>$WW$</td>
<td>/WWTo2L2Nu_13TeV-powheg/</td>
<td>10.5</td>
<td>1999091</td>
</tr>
<tr>
<td>&amp; $/WWTo2L2Nu_DoubleScattering_13TeV-pythia8/ \quad /WpWpJJ_13TeV-powheg-pythia8/ \quad /WpWpJJ_13TeV-powheg-pythia8/^{2}$</td>
<td>0.173</td>
<td>999310</td>
<td></td>
</tr>
<tr>
<td>$ZZ$</td>
<td>/ZZTo4L_13TeV-amcatnloFXFX-pythia8/</td>
<td>4.43</td>
<td>1993260</td>
</tr>
<tr>
<td>$WZ$</td>
<td>/WWTo2L2Nu_TuneCUETP8M1_13TeV-amcatnlo-pythia8/</td>
<td>0.209</td>
<td>210451</td>
</tr>
<tr>
<td>&amp; $/WpWpJJ_13TeV-amcatnlo-pythia8/^{2}$</td>
<td>0.165</td>
<td>221560</td>
<td></td>
</tr>
<tr>
<td>$ZZ$</td>
<td>/ZZTo4L_13TeV-amcatnloFXFX-pythia8/</td>
<td>0.0557</td>
<td>216284</td>
</tr>
<tr>
<td>$WZ$</td>
<td>/ZZTo4L_13TeV-amcatnloFXFX-pythia8/</td>
<td>0.0140</td>
<td>213086</td>
</tr>
<tr>
<td>single $t\bar{t}Z$</td>
<td>/tZq_ll_4f_13TeV-amcatnlo-pythia8/</td>
<td>0.0758</td>
<td>3805895</td>
</tr>
<tr>
<td>$tt\bar{t}$</td>
<td>/TTTT_TuneCUETP8M2T4_13TeV-amcatnlo-pythia8/</td>
<td>0.009010</td>
<td>104758</td>
</tr>
<tr>
<td>$t + \text{jets}$</td>
<td>/TTJets_DiLept_TuneCUETP8M1_13TeV-madgraphMLM-pythia8/</td>
<td>87.3</td>
<td>30227418</td>
</tr>
<tr>
<td>&amp; $/TTJets_SingleLeptFromT_TuneCUETP8M1_13TeV-madgraphMLM-pythia8/^{1}$</td>
<td>182</td>
<td>61475579</td>
<td></td>
</tr>
<tr>
<td>&amp; $/TTJets_SingleLeptFromTbar_TuneCUETP8M1_13TeV-madgraphMLM-pythia8/^{3}$</td>
<td>182</td>
<td>6020982</td>
<td></td>
</tr>
<tr>
<td>$Z/\gamma^* \rightarrow \ell\ell$</td>
<td>/DYJetsToLL_M-10to50_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8/</td>
<td>6030</td>
<td>35252387</td>
</tr>
<tr>
<td>&amp; $/DYJetsToLL_M-50_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8/^{4}$</td>
<td>5770</td>
<td>134970947</td>
<td></td>
</tr>
<tr>
<td>$W + \text{jets}$</td>
<td>/WJToLHNuG_TuneCUETP8M1_13TeV-amcatnloFXFX-pythia8/</td>
<td>61.500</td>
<td>16482922</td>
</tr>
<tr>
<td>single $t\bar{t}$</td>
<td>/ST_s-channel_4f_leptonDecays_13TeV-amcatnlo-pythia8_TuneCUETP8M1/</td>
<td>3.68</td>
<td>622641</td>
</tr>
<tr>
<td>&amp; $/ST_t-channel_top_4f_inclusiveDecays_13TeV-amcatnloFXFX-pythia8_TuneCUETP8M1/^{1}$</td>
<td>1.36</td>
<td>67070445</td>
<td></td>
</tr>
<tr>
<td>&amp; $/ST_t-channel_antitop_4f_inclusiveDecays_13TeV-amcatnloFXFX-pythia8_TuneCUETP8M1/^{1}$</td>
<td>81</td>
<td>38793427</td>
<td></td>
</tr>
<tr>
<td>&amp; $/ST_tW_top_5f_inclusiveDecays_13TeV-powheg-pythia8_TuneCUETP8M1/^{3}$</td>
<td>35.6</td>
<td>6942327</td>
<td></td>
</tr>
<tr>
<td>&amp; $/ST_tW_antitop_5f_inclusiveDecays_13TeV-powheg-pythia8_TuneCUETP8M1/^{3}$</td>
<td>35.6</td>
<td>6884041</td>
<td></td>
</tr>
</tbody>
</table>

1. RunSummer16MiniAODv2-PUMoriond17_01X_mcRun2_asymptotic_2016_TrancheIV_v6-v1/MINIAODSIM
2. RunSummer16MiniAODv2-PUMoriond17_02X_mcRun2_asymptotic_2016_TrancheIV_v6-v1/MINIAODSIM
3. RunSummer16MiniAODv2-PUMoriond17_03X_mcRun2_asymptotic_2016_TrancheIV_v6-v1/MINIAODSIM
4. RunSummer16MiniAODv2-PUMoriond17_04X_mcRun2_asymptotic_2016_TrancheIV_v6-v1/MINIAODSIM
5. RunSummer16MiniAODv2-PUMoriond17_05X_mcRun2_asymptotic_2016_TrancheIV_v6-v1/MINIAODSIM

Table D.5: MC samples used in this analysis (available via DAS [79]). The full sample name is split into two parts: primary dataset name (the second column) and specific production version (given below the table). The primary dataset name includes a descriptive process name, c.o.m energy and name of the MC generator.
<table>
<thead>
<tr>
<th>Observable</th>
<th>Loose</th>
<th>Fakeable</th>
<th>Tight</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_T$</td>
<td>$&gt; 7$ GeV</td>
<td>$0.85 \cdot \frac{p_T^{\text{jett}}}{p_T}$ if $\Delta R(e, \text{jet}) &lt; 0.4$ otherwise</td>
<td>$&gt; 10$ GeV</td>
</tr>
<tr>
<td>$</td>
<td>\eta</td>
<td>$</td>
<td>$&lt; 2.5$</td>
</tr>
<tr>
<td>$</td>
<td>d_{xy}</td>
<td>$</td>
<td>$&lt; 0.05 \text{ cm}$</td>
</tr>
<tr>
<td>$</td>
<td>d_z</td>
<td>$</td>
<td>$&lt; 0.1 \text{ cm}$</td>
</tr>
<tr>
<td>$</td>
<td>SIP_{3D}</td>
<td>$</td>
<td>$&lt; 8$</td>
</tr>
<tr>
<td>$I_{\text{mini}}$</td>
<td>$&lt; 0.4$</td>
<td>$&lt; 0.4$</td>
<td>$&lt; 0.4$</td>
</tr>
<tr>
<td>EGamma POG MVA</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Conversion rejection</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Missing hits</td>
<td>$\leq 1$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Electron cluster cuts</td>
<td>✗</td>
<td>✓ if $p_T &gt; 30$ GeV, ✗ otherwise</td>
<td>✓ if $p_T &gt; 30$ GeV, ✗ otherwise</td>
</tr>
<tr>
<td>$t\bar{t}h(e)$ MVA</td>
<td>✗</td>
<td>✗</td>
<td>0.75</td>
</tr>
<tr>
<td>$p_T^e/p_T^{\text{jett}}$</td>
<td>✗</td>
<td>$&gt; 0.3$ if MVA $t\bar{t}h(e) \leq 0.75$, ✗ otherwise</td>
<td>✗</td>
</tr>
<tr>
<td>CSV of the closest jet</td>
<td>✗</td>
<td>&lt; CSVL if MVA $t\bar{t}h(e) \leq 0.75$, &lt; CSVM otherwise</td>
<td>$&lt; 0.848$</td>
</tr>
</tbody>
</table>

Table D.6: Electron selection criteria. Loose leptons (second column) are used to train $t\bar{t}h(e)$ MVA, fakeable leptons (third column) are used in background estimation (see section 4.3.2) and tight leptons (fourth column) are used in the event selection for the signal region (see section 4.3), as explained in section 4.2.1. Electron cluster cuts are detailed in Table D.10 and lepton mini-isolation $I_{\text{mini}}$ is discussed in appendix B.3. The symbol ✓/✗ means that the criterion is applied (is not applied). The EGamma POG MVA cut depends on $|\eta|$ and $p_T$ of the electron as explained in table D.8. The variable $p_T^{\text{jett}}$ refers to the transverse momentum of the jet closest to the electron. Conversion rejection cut eliminates electrons which are near oppositely charged particles. The acronyms CSVL and CSVM refer to the loose and medium WPs of the CSV $b$-tagging algorithm, as described in section 4.2.3.

<table>
<thead>
<tr>
<th>Pseudorapidity range</th>
<th>$A(e)$</th>
<th>$A(\mu)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.0 \leq</td>
<td>\eta</td>
<td>&lt; 0.8$</td>
</tr>
<tr>
<td>$0.8 \leq</td>
<td>\eta</td>
<td>&lt; 1.3$</td>
</tr>
<tr>
<td>$1.3 \leq</td>
<td>\eta</td>
<td>&lt; 2.0$</td>
</tr>
<tr>
<td>$2.0 \leq</td>
<td>\eta</td>
<td>&lt; 2.2$</td>
</tr>
<tr>
<td>$2.2 \leq</td>
<td>\eta</td>
<td>&lt; 2.5$</td>
</tr>
</tbody>
</table>

Table D.7: Effective areas $A$ used to correct the isolation of electrons and muons for PU effects [49, table 11]. See appendix B.3 for further discussion.

| $0 \leq |\eta| < 0.8$ | $0.8 \leq |\eta| < 1.479$ | $1.479 \leq |\eta| < 2.5$ |
|-----------------------|-----------------------|-----------------------|
| $p_T < 10$ GeV | $-0.3$ | $-0.46$ | $-0.63$ |
| $p_T > 10$ GeV | $\min \{ \max \{ T_\eta - \frac{L_\eta - L_{10}}{10}, \frac{p_T}{10 \text{ GeV}} - 15 \}, L_\eta, T_\eta \}$ |

Table D.8: Cuts on the EGamma POG MVA as function of electron $p_T$ and $\eta$. The values $L_\eta$ and $T_\eta$ are defined in table D.9. The formula for electrons of $p_T > 10$ GeV interpolates between two WPs such that looser cuts are applied for electrons of higher $p_T$. 
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\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
Observable & $|\eta| < 0.8$ & $0.8 \leq |\eta| < 1.479$ & $|\eta| > 1.479$ \\
\hline
$\sigma_{\eta\eta}$ & $< 0.011$ & $< 0.011$ & $< 0.030$ \\
$H/E$ & $< 0.10$ & $< 0.10$ & $< 0.07$ \\
$|\Delta\eta_{\ell\ell}|$ & $< 0.01$ & $< 0.01$ & $< 0.008$ \\
$|\Delta\phi_{\ell\ell}|$ & $< 0.04$ & $< 0.04$ & $< 0.07$ \\
$1/E - 1/p$ & $-0.05 < 1/E - 1/p < 0.010$ & $-0.05 < 1/E - 1/p < 0.010$ & $-0.05 < 1/E - 1/p < 0.005$ \\
\hline
\end{tabular}
\caption{Definition of the symbols $L_\eta$ and $T_\eta$ used in table D.8.}
\end{table}

Table D.9: Definition of the symbols $L_\eta$ and $T_\eta$ used in table D.8.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
Observable & Loose & Fakeable & Tight \\
\hline
$p_T$ & $> 5 \text{ GeV}$ & $> 10 \text{ GeV}$ & $> 10 \text{ GeV}$ \\
$|\eta|$ & < 2.4 & & \\
$|d_{xy}|$ & < 0.05 cm & & \\
$|d_z|$ & < 0.1 cm & & \\
$|\text{SIP}^{3D}|$ & < 8 & & \\
$I_{\text{mini}}$ & < 0.4 & & \\
Loose PF muon & & & \\
Medium PF muon & $\times$ & $\times$ & $\checkmark$ \\
$t\bar{t}h(\mu)$ MVA & $\times$ & $\times$ & $\checkmark$ \\
$p_T^{\mu}/p_T^{\text{jet}}$ & $\times$ & > 0.3 if MVA $t\bar{t}h(\mu) \leq 0.75$ & $\checkmark$ \\
& & & otherwise \\
CSV of the closest jet & $\times$ & < CSVL if MVA $t\bar{t}h(\mu) \leq 0.75$ & < 0.8484 \\
& & & CSVL otherwise \\
\hline
\end{tabular}
\caption{Compaction cuts on electron energy deposited in the ECAL that are applied as part of electron selection defined table D.6. The variable $\sigma_{\eta\eta}$ denotes the cluster width in $\eta$ direction; $H/E$ is the ratio of the energy in the HCAL tower directly behind ECAL’s SuperCluster ($H$) to the SuperCluster energy ($E$); $\Delta\eta_{\ell\ell}$ and $\Delta\phi_{\ell\ell}$ are the differences in $\eta$ and $\phi$ direction between energy-weighted SuperCluster position and the track extrapolated to the ECAL; $p$ is the reconstructed track momentum at the point closest to the PV ($1/E - 1/p$ is therefore the deviation of the SuperCluster energy from measured momentum). These variables are also used in the electron identification algorithms. The cuts reassure that the electron track is correctly linked to its associated ECAL SuperCluster, and that the electron deposits most of its energy in the ECAL, assuming little to no bremsstrahlung. The cuts also exploit the fact that the cone size of electromagnetic showers tends to be narrower than that of hadronic showers. All momenta and energies are given in units of GeV.}
\end{table}

Table D.10: Compactness cuts on electron energy deposited in the ECAL that are applied as part of electron selection defined table D.6. The variable $\sigma_{\eta\eta}$ denotes the cluster width in $\eta$ direction; $H/E$ is the ratio of the energy in the HCAL tower directly behind ECAL’s SuperCluster ($H$) to the SuperCluster energy ($E$); $\Delta\eta_{\ell\ell}$ and $\Delta\phi_{\ell\ell}$ are the differences in $\eta$ and $\phi$ direction between energy-weighted SuperCluster position and the track extrapolated to the ECAL; $p$ is the reconstructed track momentum at the point closest to the PV ($1/E - 1/p$ is therefore the deviation of the SuperCluster energy from measured momentum). These variables are also used in the electron identification algorithms. The cuts reassure that the electron track is correctly linked to its associated ECAL SuperCluster, and that the electron deposits most of its energy in the ECAL, assuming little to no bremsstrahlung. The cuts also exploit the fact that the cone size of electromagnetic showers tends to be narrower than that of hadronic showers. All momenta and energies are given in units of GeV.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
Observable & Loose & Fakeable & Tight \\
\hline
$p_T$ & $> 5 \text{ GeV}$ & $> 10 \text{ GeV}$ & $> 10 \text{ GeV}$ \\
$|\eta|$ & < 2.4 & & \\
$|d_{xy}|$ & < 0.05 cm & & \\
$|d_z|$ & < 0.1 cm & & \\
$|\text{SIP}^{3D}|$ & < 8 & & \\
$I_{\text{mini}}$ & < 0.4 & & \\
Loose PF muon & & & \\
Medium PF muon & $\times$ & $\times$ & $\checkmark$ \\
$t\bar{t}h(\mu)$ MVA & $\times$ & $\times$ & $\checkmark$ \\
$p_T^{\mu}/p_T^{\text{jet}}$ & $\times$ & > 0.3 if MVA $t\bar{t}h(\mu) \leq 0.75$ & $\checkmark$ \\
& & & otherwise \\
CSV of the closest jet & $\times$ & < CSVL if MVA $t\bar{t}h(\mu) \leq 0.75$ & < 0.8484 \\
& & & CSVL otherwise \\
\hline
\end{tabular}
\caption{Muon selection criteria. The symbol $\checkmark(\times)$ means that the cut is applied (is not applied). The acronyms CSVL and CSVM refer to the loose and medium WPs of the CSV $b$-tagging algorithm, as described in section 4.2.3.}
\end{table}

Table D.11: Muon selection criteria. The symbol $\checkmark(\times)$ means that the cut is applied (is not applied). The acronyms CSVL and CSVM refer to the loose and medium WPs of the CSV $b$-tagging algorithm, as described in section 4.2.3.
Table D.12: Branching ratios for different hadronic $\tau$ decay modes [24]. The symbol $h^\pm$ stands for either a charged pion ($\pi^\pm$) or kaon ($K^\pm$). Decay modes containing one $h^\pm$ are referred to as „1-prong”, whereas the decay modes with three $h^\pm$ are called „3-prong” hadronic $\tau$ decays.

<table>
<thead>
<tr>
<th>Process</th>
<th>Branching ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi^+ \to \mu^+ \nu_\mu$</td>
<td>99.98%</td>
</tr>
<tr>
<td>$\pi^0 \to 2\gamma (\to e^+e^-\gamma)$</td>
<td>98.82% (1.17%)</td>
</tr>
<tr>
<td>$K^+ \to \mu^+ \nu_\mu$</td>
<td>63.56%</td>
</tr>
<tr>
<td>$\tau^- \to h^-\nu_\tau$</td>
<td>10.82%</td>
</tr>
<tr>
<td>$\tau^- \to K^-\nu_\tau$</td>
<td>0.696%</td>
</tr>
<tr>
<td>$\tau^- \to h^-\nu_\tau + 1\pi^0$</td>
<td>25.49%</td>
</tr>
<tr>
<td>$\tau^- \to K^-\pi^0\nu_\tau$</td>
<td>0.433%</td>
</tr>
<tr>
<td>$\tau^- \to h^-\nu_\tau + 2\pi^0$</td>
<td>9.26%</td>
</tr>
<tr>
<td>$\tau^- \to K^-2\pi^0\nu_\tau$</td>
<td>0.065%</td>
</tr>
<tr>
<td>$\tau^- \to h^-h^+h^-\nu_\tau$</td>
<td>9.31%</td>
</tr>
<tr>
<td>$\tau^- \to K^-h^+K^-\nu_\tau$</td>
<td>0.144%</td>
</tr>
<tr>
<td>$\tau^- \to h^-h^+h^-\nu_\tau$</td>
<td>9.80%</td>
</tr>
</tbody>
</table>

Table D.13: Selection criteria for $\tau_h$.

<table>
<thead>
<tr>
<th>Observable</th>
<th>Fakeable</th>
<th>Tight</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_T$</td>
<td>$&gt;$ 20 GeV</td>
<td></td>
</tr>
<tr>
<td>$</td>
<td>\eta</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>d_z</td>
<td>$</td>
</tr>
<tr>
<td>Tau POG MVA ($R = 0.3$)</td>
<td>loose WP</td>
<td>medium WP</td>
</tr>
</tbody>
</table>

Table D.14: Selection criteria for $b$-jets.

<table>
<thead>
<tr>
<th>Observable</th>
<th>Loose</th>
<th>Medium</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_T$</td>
<td>$&gt;$ 25 GeV</td>
<td></td>
</tr>
<tr>
<td>$</td>
<td>\eta</td>
<td>$</td>
</tr>
<tr>
<td>CSV WP</td>
<td>$&gt;$ CSVL = 0.5426</td>
<td>$&gt;$ CSVM = 0.8484</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Trigger type</th>
<th>HLT path</th>
<th>Primary dataset</th>
<th>Event category</th>
</tr>
</thead>
<tbody>
<tr>
<td>1e</td>
<td>HLT_Ele25_WPTight_Gsf</td>
<td>SingleElectron(^5)</td>
<td>3e, 2e1(\mu), 1e2(\mu)</td>
</tr>
<tr>
<td></td>
<td>HLT_Ele27_WPTight_Gsf</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>HLT_Ele25_eta2p1_WPTight_Gsf</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>HLT_Ele27_eta2p1_WPLoose_Gsf</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1(\mu)</td>
<td>HLT_IsoMu22</td>
<td>SingleMuon(^1)</td>
<td>2e1(\mu), 1e2(\mu), 3(\mu)</td>
</tr>
<tr>
<td></td>
<td>HLT_IsoTkMu22</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>HLT_IsoMu22_eta2p1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>HLT_IsoTkMu22_eta2p1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>HLT_IsoMu24</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>HLT_IsoTkMu24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2e</td>
<td>HLT_Ele23_Ele12_CaloIdL_TrackIdL_IsoVL_DZ</td>
<td>DoubleEG(^3)</td>
<td>3e, 2e1(\mu)</td>
</tr>
<tr>
<td>3e</td>
<td>HLT_Ele16_Ele12_Ele8_CaloIdL_TrackIdL</td>
<td></td>
<td>3e</td>
</tr>
<tr>
<td>2(\mu)</td>
<td>HLT_Mu17_TrkIsoVVL_Mu8_TrkIsoVVL_DZ</td>
<td>DoubleMuon(^1)</td>
<td>1e2(\mu), 3(\mu)</td>
</tr>
<tr>
<td></td>
<td>HLT_Mu17_TrkIsoVVL_TkMu8_TrkIsoVVL_DZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3(\mu)</td>
<td>HLT_TripleMu_12_10_5</td>
<td>MuonEG(^2)</td>
<td>2e1(\mu), 1e2(\mu)</td>
</tr>
<tr>
<td>1e1(\mu)</td>
<td>HLT_Mu23_TrkIsoVVL_Ele12_CaloIdL_TrackIdL_IsoVL</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>HLT_Mu8_TrkIsoVVL_Ele23_CaloIdL_TrackIdL_IsoVL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2e1(\mu)</td>
<td>HLT_Mu8_DiEle12_CaloIdL_TrackIdL</td>
<td>MuonEG(^2)</td>
<td>2e1(\mu)</td>
</tr>
<tr>
<td>1e2(\mu)</td>
<td>HLT_DiMu9_Ele9_CaloIdL_TrackIdL</td>
<td>MuonEG(^2)</td>
<td>1e2(\mu)</td>
</tr>
</tbody>
</table>

**Table D.15:** HLT trigger paths and associated primary datasets (PDs). Since the PDs have been recorded with different triggers, we have prioritized the PDs to avoid double-counting of events. The priorities are indicated with superscripts after the PD name. The HLT names indicate which selection criteria a given event has to satisfy in order to pass the trigger. The names consist of lepton flavors, their multiplicities, lower \(p_T\) bounds and optionally track or calorimeter parameters. Events selected in the analysis have to pass at least one of those triggers. The last column specifies the event categories on which the triggers bits are applied. For instance, if an event contains 2 electrons and 1 muon on the level of the offline event selection, we require that at least one of the triggers 2e1\(\mu\), 1e1\(\mu\), 2e, 1e or 1\(\mu\) has fired. If none of these triggers has fired, then the event is excluded from further analysis.
Table D.16: List of systematic uncertainties. The second column indicates whether a given systematic uncertainty affects the shape (S) or the normalization (N) of the discriminating variable that is used for the signal extraction (c.f. section 4.4.2). The third column lists the signal and/or background processes on which the systematics is applied to and the fourth column shows the resulting uncertainty on the event yield. The systematic uncertainties that change only the event yields are added in quadrature after the event selection, so there is no need to re-run the analysis to estimate their impact on the event yields.

<table>
<thead>
<tr>
<th>Systematics</th>
<th>Type</th>
<th>Applies to</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Luminosity</td>
<td>N</td>
<td>MC</td>
<td>2.6%</td>
</tr>
<tr>
<td>Trigger efficiency</td>
<td>N</td>
<td>MC</td>
<td>3%</td>
</tr>
<tr>
<td>$\tau_h$ identification</td>
<td>N</td>
<td>MC</td>
<td>5%</td>
</tr>
<tr>
<td>$e, \mu$ identification</td>
<td>N</td>
<td>MC</td>
<td>e 2%, $\mu$ 3%</td>
</tr>
<tr>
<td>jet-to-$\tau_h$ FR</td>
<td>SN</td>
<td>MC</td>
<td>-</td>
</tr>
<tr>
<td>fakeable-to-tight FR of $e, \mu$</td>
<td>SN</td>
<td>fake background</td>
<td>-</td>
</tr>
<tr>
<td>$b$-tagging</td>
<td>SN</td>
<td>MC</td>
<td>-</td>
</tr>
<tr>
<td>JEC</td>
<td>SN</td>
<td>MC</td>
<td>-</td>
</tr>
<tr>
<td>$\tau_h$ energy scale</td>
<td>SN</td>
<td>MC</td>
<td>3%</td>
</tr>
<tr>
<td>QCD scale</td>
<td>N</td>
<td>$t\bar{t}h$, $t\bar{t}W$, $t\bar{t}Z$ MC</td>
<td>$^{+5.8%/-11.5%/+9.6%}$</td>
</tr>
<tr>
<td>PDF</td>
<td>N</td>
<td>$t\bar{t}h/t\bar{t}W/t\bar{t}Z$ MC</td>
<td>$^{\pm3.0%/\pm2.0%/\pm2.8%}$</td>
</tr>
<tr>
<td>$\alpha_s$</td>
<td>N</td>
<td>$t\bar{t}h/t\bar{t}W/t\bar{t}Z$ MC</td>
<td>$^{\pm2.0%/\pm2.7%/\pm2.8%}$</td>
</tr>
<tr>
<td>$\mu_F$ and $\mu_R$ variation</td>
<td>S</td>
<td>$t\bar{t}h/t\bar{t}W/t\bar{t}Z$ MC</td>
<td>-</td>
</tr>
<tr>
<td>background yield</td>
<td>N</td>
<td>rare SM &amp; WZ</td>
<td>50%</td>
</tr>
</tbody>
</table>

Table D.17: Integration variables and limits used to evaluate the integral (4.9) for the MEM. The physical meaning of the integration variables is explained in section 4.4.3.

<table>
<thead>
<tr>
<th>$\cos \theta_1$</th>
<th>$\phi_1$</th>
<th>$\cos \theta_2$</th>
<th>$\phi_2$</th>
<th>$z_1$</th>
<th>$\phi^{\text{inv}}(\tau_h, \nu)$</th>
<th>$\phi^{\text{inv}}(\ell, 2\nu)$</th>
<th>$m^2_{\text{inv}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(1, 0)$</td>
<td>1.00000</td>
<td>0.07673</td>
<td>0.07842</td>
<td>0.00833</td>
<td>0.00261</td>
<td>-0.07397</td>
<td>-0.05446</td>
</tr>
<tr>
<td>$(0, 1)$</td>
<td>0.07673</td>
<td>1.00000</td>
<td>-0.03842</td>
<td>-0.06090</td>
<td>0.00581</td>
<td>-0.02888</td>
<td>-0.03236</td>
</tr>
<tr>
<td>$(-1, 0)$</td>
<td>0.07842</td>
<td>-0.03842</td>
<td>1.00000</td>
<td>0.03568</td>
<td>-0.00056</td>
<td>0.02716</td>
<td>-0.06968</td>
</tr>
<tr>
<td>$(-1, 1)$</td>
<td>0.00833</td>
<td>-0.06090</td>
<td>0.03568</td>
<td>1.00000</td>
<td>0.07607</td>
<td>-0.02645</td>
<td>0.03064</td>
</tr>
<tr>
<td>$(-1, -1)$</td>
<td>0.00261</td>
<td>0.00581</td>
<td>-0.00056</td>
<td>0.07607</td>
<td>1.00000</td>
<td>0.04036</td>
<td>0.04325</td>
</tr>
<tr>
<td>$(-1, -1)$</td>
<td>-0.07397</td>
<td>-0.02888</td>
<td>0.02716</td>
<td>-0.06090</td>
<td>-0.00056</td>
<td>0.02716</td>
<td>-0.06968</td>
</tr>
<tr>
<td>$(-1, 1)$</td>
<td>-0.05446</td>
<td>-0.03236</td>
<td>-0.06090</td>
<td>0.03064</td>
<td>0.04325</td>
<td>-0.03152</td>
<td>1.00000</td>
</tr>
<tr>
<td>$(-1, 0)$</td>
<td>-0.00148</td>
<td>-0.01733</td>
<td>0.00498</td>
<td>0.07589</td>
<td>0.01776</td>
<td>0.05478</td>
<td>-0.02970</td>
</tr>
</tbody>
</table>

Table D.18: Correlation matrix between the integration variables used in the MEM. The numbers are computed from generator-level information of simulated $t\bar{t}h$ signal events that selected in the SR. All reconstructed objects in the selected events are required to be matched to the corresponding generator-level objects.
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1.1 reprodutseerimiseks säilitamise ja üldsusele kättesaadavaks tegemise eesmärgil, sealhulgas digitaalarhiivi DSpace-i lisamise eesmärgil kuni autoriõiguse kehtivuse tähtaja lõppemiseni;
1.2 üldsusele kättesaadavaks tegemiseks Tartu Ülikooli veebikeskkonna kaudu, sealhulgas digitaalarhiivi DSpace’i kaudu kuni autoriõiguse kehtivuse tähtaja lõppemiseni.
2. olen teadlik, et punktis 1 nimetatud õigused jäävad alles ka autorile.
3. kinnitan, et lihtlitsentsi andmisega ei rikuta teiste isikute intellektuaalomandi ega isikuandmete kaitse seadusest tulenevaid õigusi.
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