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Abstract

We use automatically extracted word pairs
from one lexical relation to filter out incor-
rect pairs of another relation. Initial results
for improving Dutch synonyms by filter-
ing out antonyms show a small precision
improvement.

1 Introduction

Automatic extraction of lexical relations is use-
ful for improving the coverage of existing com-
putational lexical resources. For example, repre-
sentation of lexical knowledge in WordNet (Fell-
baum, 1998) is based on the synsets, or sets
of synonyms like (rich, affluent, flush, loaded,
moneyed, wealthy). Being able to extract syn-
onyms automatically would lead to a consistent
way of improving and extending the representa-
tion of synonyms in wordnets across different lan-
guages. However, an important problem of current
distribution-based methods of synonym extraction
is that they produce noise. As Lin et al. (2003)
point out, an automatically obtained list of the top-
20 distributionally similar words of adversary in-
cludes not only synonyms like opponent and an-
tagonist but also contrasted words like supporter
and even antonyms like ally:

adversary: enemy, foe, ally, antago-
nist, opponent, rival, detractor, neigh-
bor, supporter, competitor, partner, trad-
ing partner, accuser, terrorist, critic, Re-
publican, advocate, skeptic, challenger
(Lin et al., 2003)

This is due to a similar distribution of antonyms
and synonyms in text (Lucerto et al., 2004). Lin
et al. (2003) suggested to perform a two-step re-
lation extraction approach in which synonym ex-
traction is followed by a step in which semanti-
cally incompatible word pairs are filtered out. A

pair of words was considered semantically incom-
patible if it occurred in the two surface patterns
from X to Y and either X or Y. The results of the
combined approach were good but the authors did
not evaluate the impact of the second step.

Our assumption is that the extra filtering step is
useful for improving the quality of automatic rela-
tion extraction, in particular synonyms. The goal
of this paper is to validate this assumption. We
present an experiment with Dutch synonym ex-
traction in which erroneously extracted antonyms
are filtered out in a post-process. We show that the
filtering step does indeed improve the quality of
the first extraction step.

In the next section, we describe methods we
used to extract antonyms and synonyms automat-
ically. In section 3, we show how the results for
the two relations can be combined and present the
results of this approach, our conclusions are sum-
marized in section 4.

2 Automatic extraction of antonyms and
synonyms

In this section we describe our work on automatic
extraction of antonyms and synonyms. We used
two pattern-based approaches to extract antonyms.
The first uses two manually selected text patterns
(section 2.1). In the second approach, text patterns
indicating an antonym relation were learned from
a collection of texts using a small set of antonym
pairs as seeds (section 2.2). Hearst (1992) was the
first to use preselected lexico-syntactic patterns
to automatically extract hypernym-hyponym pairs
from text. Since then, text patterns have been used
to extract different lexico-semantic relations, in
most cases hyponyms and meronyms (Berland and
Charniak, 1999; Pantel and Pennacchiotti, 2006;
Tjong Kim Sang and Hofmann, 2007). Synonym
extraction has instead focused on using distribu-
tional methods. We present our work on automatic
extraction of synonyms in section 2.3.
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2.1 Antonyms derived from chosen patterns

For the first experiment we chose two text patterns
which we expected to contain antonym pairs fre-
quently:

• zowel X als Y (X as well as Y), for example
zowel mannen als vrouwen (men as well as women)

• tussen X en Y (between X and Y), for example
tussen goed en kwaad (between good and evil)

We searched in the Twente News Corpus (300
million words) for these text patterns and selected
all lower case nouns X and Y which appeared in-
side both patterns at least twice. The result was
a list of 270 antonym candidates. These candi-
dates have been assessed by five native speakers
of Dutch. They had the choice of labeling a word
pair either as antonym (e.g. rich/poor), synonym
(e.g. rich/wealthy), co-hyponym (e.g. cat and dog
are co-hyponyms of animal) or unrelated (none of
the above relations). The results of this assessment
can be found in Table 1. Percentages of word pairs
which received the same label from all participants
can be found in the row Unanimous. Percentages
for word pairs that received the same label from
three or more participants are displayed in the row
Majority. 14 pairs (5%) did not receive a majority
label.

The precision of the two patterns was not very
high. 34% of the pairs were labeled as antonyms
but 54% were assigned the label co-hyponym. The
other two categories occurred rarely.

This approach shows that a small number of text
patterns is already useful for extracting candidate
antonym pairs. Incorporating more text patterns
could lead to finding more good pairs. Manual se-
lection of patterns is time-consuming. It is hard
to think of all possible productive patterns. In-
deed, some infrequent patterns might still provide
a valuable contribution. Learning patterns from
text and antonym pair examples is a fast and more
objective alternative. We discuss this approach
next.

2.2 Antonyms derived from learned patterns

To extract patterns automatically we used two sets
of seeds consisting of 6 and 18 well established
antonyms. The algorithm we used was based on
the approach of Ravichandran and Hovy (2002).
All sentences containing one of the seed pairs
were extracted from Dutch CLEF corpus (Jijkoun

Antonyms Synon. Co-hyp. Unrel.

Majority 34% 0% 54% 7%
Unanimous 22% 0% 16% 0%

Table 1: Human evaluation of the 270 pairs ex-
tracted by means of chosen patterns. Word pairs
could be classified as antonyms, synonyms, co-
hyponyms or unrelated. 14 pairs (5%) did not re-
ceive a majority label.

et al., 2003), the antonyms were replaced by a
wildcard token, 50 most frequently occurring pat-
terns that contained seed pairs at least twice were
used to find all word pairs that co-occurred in the
positions of the wildcard tokens in the corpus. De-
pending on the number of times a pattern con-
tained an already known antonym pair and the to-
tal number of times that pattern was found in the
corpus, each pattern was given a score. Patterns
with a score above the threshold were used to cal-
culate the antonymy score (Ai) for each word pair
that occurred in them. This score is the probability
that the i-th pair is an actual antonym pair, given
how often it occurred with each pattern (Cij ) and
the scores of these patterns (Sj):

Ai = 1−Πj(1− Sj)Cij (1)

Pairs with a score ≥0.9 were used as new seeds
in the following iteration. The entire process of
identifying patterns and using those to extract new
antonyms was repeated iteratively six times.

After six cycles, the seed sets of 6 and 18 el-
ements had resulted in lists of respectively 1189
and 1355 antonym pairs. Pairs with a score ≥0.6
were checked by the human assessors. In the set of
6 seeds, 9 out of 197 checked pairs were antonyms
according to EuroWordNet (5%). In the result set
obtained with 18 seeds, 10 out of 172 checked
pairs were antonyms according to EuroWordNet
(6%). Pairs were then evaluated as antonyms, syn-
onyms, co-hyponyms, or none of the above by five
participants. The results are presented in Table 2.

The assessment results are comparable to those
for the chosen text patterns in Table 1. The pre-
cision scores were around 30% but the number of
extracted pairs was smaller (an average of 185 in
comparison with the 270 of the chosen patterns).
Note that the percentages of antonyms found by
the assessors are a lot higher than the percentages
in EuroWordNet. The antonym relation in Eu-
roWordNet is incomplete.
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Antonyms Synon. Co-hyp. Unrel.

6 seeds
Majority 27% 1% 39% 31%
Unanimous 16% 0% 9% 15%

18 seeds
Majority 33% 0% 35% 28%
Unanimous 20% 0% 9% 15%

Table 2: Human evaluation of the word pairs ex-
tracted by means of learned patterns: 197 with 6
seeds and 172 with 18 seeds. Word pairs could be
classified as antonyms, synonyms, co-hyponyms
or unrelated.

2.3 Automatic Extraction of Synonyms

The automatic extraction of synonyms has been
carried out with standard dependency-based dis-
tributional similarity measures (Lin, 1998; Van de
Cruys, 2006; Padó and Lapata, 2007). For each
noun, a vector has been constructed, containing
the frequencies of the dependency relations in
which the noun appears. For example, a noun like
apple, has features like redadj and eatobj . Depen-
dency triples have been extracted from the CLEF
corpus (Jijkoun et al., 2003). The 10,000 most
frequent nouns have been used, together with the
60,000 most frequent dependency features, yield-
ing a frequency matrix of 10K nouns by 60K de-
pendency features. This matrix has been adapted
with pointwise mutual information (Church and
Hanks, 1990) for weighting purposes. Next, the
noun by noun similarity matrix has been calcu-
lated using the cosine similarity measure. Finally,
for each noun, all nouns that exceed a certain co-
sine similarity threshold are selected as the noun’s
candidate synonyms.

3 Using Antonyms in Synonym
Extraction

We derived noun synonym candidates with
distribution-based methods, cosine similarity and
pointwise mutual information, as described in sec-
tion 2.3. Next, we removed all synonym can-
didates which did not contain a word that was
present in one of the two sets with antonyms de-
rived in the previous experiments (see section 2;
for the learned patterns, we used the set derived
from 18 seeds). This resulted in two sets with
unfiltered synonym candidates (114 and 80 word
pairs, respectively) which will be used as base-
lines.

cut-off (cosine)
.40 .30 .20 .18 .15 .10

Baseline (unfiltered)
Precision .008 .025 .053 .045 .036 .014
Recall .003 .005 .035 .038 .048 .099
Fβ=1 .004 .008 .042 .041 .041 .025

Filtered
Precision .008 .025 .055 .047 .039 .015
Recall .003 .005 .035 .038 .048 .099
Fβ=1 .004 .008 .042 .042 .043 .026

Table 3: Effects of filtering out antonyms derived
with chosen patterns from a set of 114 candidate
synonyms: a small positive effect on the low-cut-
off sets.

Next, we removed from the synonym lists the
candidate pairs that also occurred in the antonym
lists. This produced two sets of filtered synonym
pairs. We computed precision and recall scores
for the filtered and the unfiltered synonym lists by
comparing them with the synonyms in the Dutch
part of EuroWordNet while using six different
threshold values determined by the cosine simi-
larity value of the word pairs. The results can be
found in Tables 3 and 4.

When using antonyms derived with learned pat-
terns, filtering out antonyms from a set of candi-
date synonyms had a large negative effect on the
Fβ=1 rates of high-cut-off sets (Table 4). The ap-
proach worked better with antonyms which had
been extracted with chosen text patterns. Here we
observed a small positive effect on the Fβ=1 rates
of low-cut-off sets (Table 3). The difference be-
tween the two approaches is surprising, given that
the quality of the two sets of antonyms was similar
according to human assessors (Tables 1 and 2).

Inspection of the results showed that the per-
formance drop associated with the second set of
antonyms was caused by a single synonym be-
ing present in the antonym list (see Table 5). If
the synonym pair had not been classified as an
antonym pair then the results of the second filter
would have been similar to the first. This reveals
a weakness of using learned patterns for identify-
ing relations. The learner might use low-precision
patterns which could be harmful for the quality of
the results of the extraction process.

However, even without the incorrect pair in the
antonym data, the positive effect would be small.
In order to obtain a larger positive effect, we need
more antonyms. This means that we either should
use more data or use more extraction patterns.
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cut-off (cosine)
.40 .30 .20 .18 .15 .10

Baseline (unfiltered)
Precision .025 .035 .077 .097 .071 .024
Recall .017 .025 .053 .091 .120 .174
Fβ=1 .020 .029 .063 .094 .090 .042

Filtered
Precision .013 .023 .070 .090 .069 .024
Recall .004 .013 .041 .078 .107 .161
Fβ=1 .006 .017 .051 .084 .084 .042

Table 4: Effects of filtering out antonyms derived
with learned patterns from a set of 80 candidate
synonyms: a large negative effect on the high-cut-
off sets.

Antonym extraction was based on a text collection
of 300 million words and it is unlikely that we will
be able to collect a substantial number of extra text
soon. Using more extraction patterns has the risk
of generating additional false positives with a neg-
ative effect on the quality of antonyms.

4 Concluding remarks

We have described an experiment in which auto-
matically extracted antonyms were used to filter
out suspected errors from an automatically derived
list of synonyms. We used two different meth-
ods for producing the antonyms and found that
the ones produced by chosen high-quality text pat-
terns were best suited for this approach. However,
we only measured a small increase in the quality
of the filtered synonym list in comparison with the
unfiltered list.

In order to enlarge the observed positive effect,
we need a larger set of antonyms. We have ar-
gued that both using more data and finding more
extraction patterns will be difficult to achieve. One
way to work around this problem is by replac-
ing antonymy with a relation which is more fre-
quent, for example, hypernymy. Future research
will have to show if this will lead to improved re-
lation extraction results.
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