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Abstract

We examine the linguistic adequacy of dependency structure anno-
tation automatically converted from phrase structure treebanks with
the head table approach and show this method is far from satisfactory.
We propose an alternative approach that better exploits the implicit in-
formation in the phrase structure and show these two approaches only
agree 60.6% of the time when evaluated against the Chinese Treebank.

1 Introduction

The dominance of data-driven approaches to natural language parsing has
spurred the development of a large number of treebanks in a variety of
different languages (Hajič et al., 2003; Brants, Skut, and Uszkoreit, 2003;
Abeillé, Clément, and Toussenel, 2003; Kurohashi and Nagao, 2003; Han
et al., 2002; Marciniak et al., 2003; Moreno et al., 2003; Oflazer et al.,
2003; Xue et al., 2005). These treebanks are in turn annotated with a wide
range of representation schemes reflecting the diversity of languages and
linguistic traditions. Generally, treebanks for languages that have a freer
word order tend to adopt a dependency structure representation (e.g., the
Prague Dependency Treebank (Hajič et al., 2000)), emphasizing the gram-
matical relation between the head and its dependents, while treebanks for
languages with a more rigid word order tend to use a phrase structure rep-
resentation, stressing the hierarchical organization of the constituents of a
sentence. In a dependency structure treebank, typical dependency cate-
gories are subject, object, etc., which imply the role the dependent plays
with regard to its head. In a phrase structure representation, the phrasal
category of a constituent generally embodies the distributional properties of
the constituent in a larger structure. The two representation schemes do not
necessarily preclude one from the other in an annotation framework. While
the Penn English Treebank (Marcus, Santorini, and Marcinkiewicz, 1993)
is a typical phrase structure treebank, it also has elements that represent
dependency relations. In addition to phrasal labels, it also has functional
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tags like SBJ (subject), OBJ (object), TMP (temporal) and LOC (location)
that represent the relation between constituents. In addition, it uses empty
categories and co-indexation mechanisms to represent long-distance depen-
dencies. However, the representation of dependencies in Penn Treebank is
incomplete. Not all dependencies are explicitly represented if represented
at all. More recent treebanks like the Tiger Treebank (Brants et al., 2002)
and TüBa-D/Z treebank (Telljohann et al., 2005) for German seek to explic-
itly represent both constituent and dependency structures by labeling both
nodes and edges in the syntactic tree.

In the absence of constituent or dependency structures for a particular
treebank, NLP researchers, especially natural language parser developers,
have resorted to automatic conversions from one representation scheme to
another to get the necessary data to train and test their parsing algorithms.
Automatic conversion has been done for both directions and different issues
arise. One main issue in the conversion from the dependency structure to
the constituent structure is the indeterminency in the choice of a phrasal
category given a dependency relation, the level and position of attachment of
a dependent in the constituency structure, as dependency relations typically
do not encode such information (Xia and Palmer, 2001). All dependents of
the same head are considered equal in their closeness to the head while a
phrase structure representation scheme often makes the distinction between
dependents that are more ”important” to the head and the ones that are
less important. An example is the argument/adjunction distinction, where
the argument is attached at a level that is ”closer” to the head than the
adjuncts. In languages where non-projective dependencies are abundant,
there is also the need to transform them into a projective structure that is
easy to manipulate and process.

The conversion from phrase structure to dependency structure, even
though used more often, has received less scrutiny because it is consid-
ered more straightforward. The automatically converted data from phrase
structure treebanks such as the Penn English Treebank (Marcus, Santorini,
and Marcinkiewicz, 1993) and the Chinese Treebank (Xue et al., 2005) has
been used to train and test state-of-the-art parsing algorithms (Nivre et al.,
2007a; McDonald, 2006), presumably because there is less concern in the
reliability of such automatically converted data. To a certain extent, the
conversion from phrase structure to dependency structure is in fact easier
because most of the indeterminencies found in the dependency to phrase
structure conversion do not exist. As noted above, most phrase structure
treebanks provides some dependency annotation that can be used to mark
dependency relations, even though such information is implicit and incom-
plete. Since a dependency representation scheme does not use the level of
attachment as a way to represent linguistic information, there is no indeter-
minency in the phrase structure to dependency structure conversion in this
regard. All dependents are directly linked to the head, in a flat structure.
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Finding the head, therefore, is of paramount importance when a phrase
structure is converted to a dependency structure. While in a phrase struc-
ture the head does not have to be explicitly annotated, in a dependency
structure knowing the head is essential.

Most of the phrase structure to dependency structure conversion algo-
rithms use a head table to find the head of a phrase. Such head tables
originated from statistical parsing literature (Collins, 1999) and consist of
a list of rules defined in relation to a phrasal category. The head table ap-
proach provides a simple, heuristic way to find the head, and is widely used
in phrase structure to dependency structure conversion. However, there has
been thus far very little evaluation as to whether the heads found in this
manner are linguistically justified. Given the increasing popularity of data-
driven dependency parsing (Buchholz and Marsi, 2006; Nivre et al., 2007b),
it is timely to examine the reliability of the automatically converted data to
ensure the healthy evolution of the dependency parsing research. This paper
reports the result of a comparison of two phrase structure to dependency
structure conversion strategies. One strategy uses the head table approach,
and another uses a more structural approach that first determines the gram-
matical relations between the constituents. For the former we use a publicly
available phrase structure to dependency structure conversion utility called
Penn2Malt 1. For the latter approach we use a tool we developed in house.
An evaluation on the Chinese Treebank showed that the two approaches
agree only 60.6% of the time in terms of unlabeled dependencies. With-
out prejudging which of these two approaches provides linguistically more
plausible structures, this result shows that making the correct linguistic de-
termination in the dependency structure representation is crucial for the
health of dependency structure parsing. Without sound linguistic underpin-
nings in the data annotated with dependency structures, the parsers cannot
be properly evaluated.

This paper is organized as follows. In section 2, we demonstrate how the
head table approach works and show some of the problematic dependency
structures produced by this approach. In Section 3 we provide an alterna-
tive approach that takes advantage of some of the structural information
represented in the Chinese Treebank to get more accurate phrase structure
to dependency structure conversion. Section 4 concludes.

2 The head table approach

A head table is a list of rules that can be used to guide the search for the
head of a constituent in a phrase structure tree. A head rule is defined
relative to a phrasal category. That is, different rules apply for constituents
of different phrasal categories. For example, there is one rule for NPs and

1The tool can be found at http://w3.msi.vxu.se/ nivre/research/Penn2Malt.thml
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another for VPs. Typically, a head rule specifies the order as well as the
direction in which the head can be located, given the phrasal category. For
example, the rule used by Penn2Malt (as well as many other PS to DS
conversion algorithms) to find the head of the VP is:

VP l VBD;l VBN;l MD;l VBZ;l VB;l VBG;l VBP;l VP;l ADJP;l NN;l
NNS;l NP;l

The rule basically states that to find the head of a VP constituent, search
for a constituent labeled as one of VBD, VBN, MD, VBZ, VB, VBG, VBP
VP ADJP, NN, NNS, NP, in that order, from left to right. The first match is
the head of the VP constituent. In a dependency structure, the head always
has to be a lexical head. So in cases where the head found is a non-terminal
node in the phrase structure tree, the PS to DS conversion algorithm would
recursively try to find the head of this non-terminal node until it finds the
lexical head. For this particular VP rule, if the head found is a VP, ADJP, or
NP, then the conversion algorithm would recursively try to locate their head
until finding a lexical head. The head rule approach works as long as there
is exactly one head for each constituent. (1) is an example from the Penn
Treebank and (2) is its dependency structure representation that Penn2Malt
produces given the phrase structure representation in (1) as input. As can be
seen, the conversion algorithm correctly identifies the lexical head of the VP,
”urge”, as the head of ”planners” (subject), ”often” (adverbial modifier),
”investors” (object). It also correctly identifies ”planners” as the head of
”Financial” (adjectival modifier), ”securities” as the head of ”international”
(adjectival modifier), ”of” as the head of ”securities” (noun complement
to preposition). It is also reasonable to assume that ”smattering” is the
syntactic head the determiner ”a” and the preposition ”of”.

The head table approach runs into trouble when there is a coordination
structure. For example, Penn2Malt identifies the lexical head of the first
conjunct, ”diversify”, as the head of the conjoined VP and also the head
of the embedded clause S. The coordination conjunction ”and” and the
lexical head of the other conjunct ”hold” are identified as dependents of
”diversify”. Linguistically there are at least two problems with this. First of
all, this precludes the linguistic dependency between ”urge” and ”hold”. The
financial advisers urged investors to do two things: ”diversify” and ”hold a
smattering of international securities”, not just one. Second, treating the
coordination conjunction ”and” and the other conjunct ”hold” similarly,
both as modifiers of the ”diversify” is linguistically odd as well.
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(1) S

NP ADVP VP

Financial
planners

often VBP NP S

urge investors NP VP

* VP CC VP

TO VP and TO VP

to VB to VB NP

diversify hold a
smattering

of international
securities

”Financial planners often urge investors to diversify and to hold a
smattering of international securities.”

(2) urge

planners often investers diversify .

Financial to and hold

to smattering

a of

securities

international

A solution to this problem would require recognizing that this VP is a
coordination structure and treating coordinating structures differently than
other VP structures where the grammatical relation between the head and
its dependent is one of modification or complementation. In (1), there is
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enough information in the phrase structure to allow an algorithmic deter-
mination that this is a coordination structure, given the presence of a co-
ordination conjunction (CC) ”and” and two VP conjuncts that share the
phrasal category of the parent constituent. However, this is not consistently
the case in the Penn Treebank. There are many cases in the Penn Treebank
where a coordination conjunction is attached at the same level as a modi-
fier. For example, in (3), the coordination conjunction ”and” conjoins the
VP ”obtain regulatory approval” i with the VP ”complete transaction”, but
the PP ”by year-end” is attached at the same level as a modifier of both.
This makes the automatic detection of coordination structures difficult, if
not outright impossible.

(3) S

NP VP

The
company

VBZ S

expects NP VP

* TO VP

to VP CC VP PP

VB NP and VB NP P NP

obtain regulatory
approval

complete transactionbyyear-end

”The company expects to obtain regulatory approval and complete
transaction by year-end.”

3 A Structural approach to PS to DS conversion

The influence of the Penn Treebank on the development of the Chinese
Treebank is obvious. The Chinese Treebank essentially adopted the Penn
Treebank annotation scheme and used the same grammatical devices to
represent syntactic relations. Like the Penn Treebank, the Chinese Tree-
bank uses a combination of configurational and non-configurational mecha-
nisms. It uses phrasal categories that represent the distributional properties
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of phrases as well as functional tags that represent grammatical relations
between constituents. It also uses empty categories and indices to represent
long-distance dependencies. However, there are also important differences
between the two. One such difference is that the Chinese Treebank enforces
the ”one grammatical relation per bracket” policy so that each constituent
in a syntactic tree falls into one of the three primitive grammatical relations
in (4). The grammatical relation for each constituent is one of complemen-
tation where a terminal node is the head (which can be head-initial (4a)
or head-final (4a’)) taking a non-terminal node as its complement, adjunc-
tion where a non-terminal head has non-terminal modifiers, or coordination
where constituents are conjoined with one or more coordination conjunc-
tions. This means that the Chinese Treebank would not allow a structure
like (3) where different types of grammatical relations co-exist within one
constituent. It would force the PP ”by year-end” to be attached at a differ-
ent (higher) level than the conjoined VPs ”obtain regulatory approval” and
”complete transaction”.

(4) XP XP

X YP ZP YP ZP X

a. Head-initial complementation a’. Head-final complementation

XP XP

YP XP ZP CONJ1XP CONJ2 XP

b. Adjunction c. Coordination

This approach draws mixed reviews from NLP researchers who are used
to working with the Penn English Treebank annotation style (Levy and
Manning, 2003). On the one hand, it forces more structures for the same
sentence and presumably makes parsing more difficult. On the other hand,
it makes the grammatical relations within each constituent more uniform. It
opens the door for alternative approaches to PS-DS conversion. For example,
this makes it possible to algorithmically differentiate coordination structures
from other constituent types, among other things. Once the grammatical
relation is identified, then one can follow different procedures to identify the
head for different types of constituents. For complementation structures, one
can just try to find the first (non-punctuation mark) terminal, left to right or
right to left, based on the phrasal category of the constituent. For adjunction
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structures, the head is almost always the final non-terminal child that has
the same phrasal category as the parent For these two types of constituent
structures, the procedure for identifying the head is not that different from
the head table approach. The empirical results from a comparison of our
approach and the head table also support this observation.

The difference is with coordination structures. Once a coordination
structure is identified, we make the following determination as to what the
head is. (i) we assume that the head is the coordination conjunction, not the
conjunct, following the Prague Dependency Treebank, (ii) we stipulate that
the first coordination conjunction is the head if there are multiple coordina-
tion conjunctions, and (iii) in the rare cases where there i no conjunction,
the first conjunct is designated as the head. Running the conversion al-
gorithm outlined here on the first 250K of the Chinese Treebank 6.0 (files
chtb 0001.fid to chtb 0931.fid), and comparing its output against the out-
put of Penn2Malt, we found that the total agreement in terms of unlabeled
dependencies is an alarming lowly 60.6%! (5) is a sentence from the Chinese
Treebank, (6) is the output of the our conversion procedure, and (7) is the
output of Penn2Malt. Notice that difference is not only with the coordina-
tion structure, but also dependencies links interacting with the coordination
structure.

(5) IP

ADVP NP VP PU

AD NN NN ADVP PP VP �

�
while

��
import

��
commodity

AD P NP VV

�
in

contrast

�
with

NP CC NP ��
main

NN NN � NN NN

��
mechanical

��
equipment

��
industrial

���
raw

material
”In contrast the imported commodities are mainly mechanical equip-
ment and industrial raw material.”
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(6) ��
main

�
while

��
commodity

�
in

contrast

�
with

�

��
import

�
and

��
equipment

���
raw material

��
mechanical

��
industrial

(7) ��
main

�
while

��
commodity

�
in

contrast

�
with

�

��
import

���
raw

material
��

mechanical
��

equipment

�
and

��

industrial

Designating the coordination conjunction as the head of a coordination
structure is not free from problems. The difficulty in representing coordina-
tion structures in general originates from the dual status of the head (Cor-
bett, Fraser, and McGlashan, 1993; Meyers, 1995), as the thematic head and
the functor. Modification and complementation structures do not pose sim-
ilar problems because these two roles converge. That is, their head function
as both the thematic head and the functor. In a coordination structure, the
thematic head, which determines its external selectional restrictions, should
be a conjunct or the collection of conjuncts. The functor, which is the glue
that holds the coordination structure together, is the conjunction. Taking
the functor as the head makes the coordination structure-internal depen-
dencies linguistically plausible, at the expense of the dependency between
coordination structure as a whole and its head. This problem is generally
addressed by treating this external dependency as transparent. That is, any
dependency that holds between the functor and its head is transferred to
the immediate dependents of the functor.
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4 Conclusion

We examined the linguistic adequacy of the dependency structure anno-
tation automatically converted from phrase structure treebanks and found
that the coordination structures in particular are not properly converted
with the widely used head table approach. We then proposed an alterna-
tive approach that better exploits the structural information in the Chinese
Treebank. An evaluation on a 250K-word portion of the Chinese Treebank
shows that these two approaches agree only 60.6% in terms of unlabeled de-
pendency. Without prejudging which conversion algorithm is superior, this
result shows that it is important to make a sound linguistic determination
with regard to the coordination structures in order for the automatically
converted data to be used to train and test dependency parsing algorithms.
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ish treebank. In Anne Abeillé, editor, Treebanks: Building and Using
Annotated Corpora. Kluwer Academic Publishers.

Nivre, J., J. Hall, J. Nilsson, A. Chanev, G. Eryigit, S. Kübler, S. Mari-
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