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1. Introduction

This paper discusses the impact of foreign dineeestment (FDI) on host country development.
While the precise importance of FDI for local deyehent is still under debate, two basic
mechanisms for FDI effect on a host economy hawen lidentified. These are productivity

spillovers within and between companies and pecyngxternalities of foreign investment.

While productivity spillovers are a result of kn@abe transmission from the investor firm,

pecuniary externalities affect the host economgugh changes in the market structure. Both
affect host country development, and the potentiahefits have been the reason why
governments in most countries are liberalizingrtipelicies affecting FDI. We apply the theory

of FDI host country benefits to Estonia, an advadnttansition economy which has attracted

significant foreign investment under a liberal pglregime.

This is broad overview of the structure of the @pts used in this paper. Next, we introduce
these concepts in more detail and relate themdb ether. Figure 1 presents these relationships.
Finally, we situate this study in the wider acadelamd policy context and present the research

framework.

Figure 1: Structure of the paper
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Foreign direct investment is undertaken by a mational enterprise (MNE) in order to gain
ownership and control of a firm outside the MNE looountry. At the global level, FDI has
become increasingly important since the 1990s dusvo different phenomena. These are its
sheer volume and its effect on host country develg. The volume of foreign direct
investment has rapidly risen as a result of mdyerél policy since the 1960s and particularly
after 1990. For many countries, economic opening mativated by attracting foreign investors
in order to upgrade domestic knowledge and therebgure competitiveness through

technological catch-up. MNEs typically possess dopeknowledge compared to domestic



companies. The expectation of it partially beirensferred to the domestic economy has made

governments worldwide invest significant resourtceattract it.

While naturally FDI affects a host economy in a titwdle of ways, two principal mechanisms
through which FDI effect on development emerge bandistinguished. These are spillover
effects through knowledge transfer and pecuniariereslities through changes in market
conditions. While spillover effects have been muesearched, current knowledge on pecuniary
externalities is very limited. Spillover effectseaihe transfer of knowledge to firms in the host
economy, which can either take place directly tgtoownership or through indirect transfer to
domestic firms. Knowledge encompasses both tangidets such as technology and intangible
ones like management practices. In contrast, pacurexternalities are effects through the
market structure. Here, the presence of an MNE gémrsupply and demand conditions in a

sector and thereby affects the development of licas.

The question through which mechanisms and in whagnmitude FDI affects host country
development is a crucial one in policy- making abthe world. Its importance is amplified by
countries intensified need for technological upgrgdo maintain global competitiveness and
the increase in FDI available during the last desa&ignificant amounts of public resources are
spend on inward investment promotion, and evidesdsts that the amount spend may not
always be justified. This is particularly an issagewe can assume that many countries with a
greater need for knowledge catch-up are also ormtbsmore limited means available. A better
understanding of mechanisms and magnitude of F@kisf on host country development can

contribute to more targeted policies leading toerefficient use of public funds.

Particularly the mechanisms through which FDI a@fdwst countries have not been extensively
researched. In most studies, mechanisms of FDttsffere treated as a “black box” as it is
difficult to disentangle them. While the changepioductivity is measured, the causes remain
unknown. In this paper, we first perform a complagsessment of direct and indirect FDI
effects. As a second step, we extend the studyet@écuniary effects of FDI. These may in fact
be greater in magnitude than traditional spillogects, but their study has hardly exceeded the
theoretical level. Only few empirical studies avaitable (e.g. Gorg and Strobl, 2002; Barrios et
al, 2004). The assessment of pecuniary exterrafii¢entially sheds some light into the “black

box” of mechanisms through which FDI affects thetrmuntry.
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In the Estonian case, both the assessment of Flivegss and pecuniary externalities extend the
current knowledge base. While pecuniary extermalith general have hardly been studied, this
study provides an addition to previous studiespofaver effects. Previous studies have either
shown methodological issues or focused on one agpél spillovers. In contrast, this study
provides a complete picture including all directdamdirect effects for all manufacturing
industry sectors. Estonia provides a particulambgriesting example for the study of FDI effects
on host country development. In comparison withepot@entral and Eastern European (CEE)
countries, Estonia has shown a particularly fagil@mentation of transition reforms combined
with a liberal, non-discriminatory FDI policy. Irontrast to other CEE countries Estonia focused
on a favourable investment climate instead of sliesiand has recorded some of the highest per

capita inflows.

The theoretical background outlined above is apgpitethe Estonian economy. This is done by
means of a panel data study of all enterprisehi@nnmanufacturing sector for the time period
1998-2004. Using panel data provides an advantegermany other studies of FDI host country
effects since single firms development can be efesepver time. Specifically, we assess the
evidence for direct and indirect spillover effettisough the following three research questions.
The first two assess spillover effects on produtgtiwhile the third one addresses pecuniary
externalities. The first question focuses on direitects (own firm effects) of FDI and the

second question on indirect spillovers both athbazontal and vertical dimension. The third

guestion on pecuniary externalities assesses ®t&DI in new domestic firm development.

Research question 1: Is there evidence for a direct effect of foreignnewship on

domestic firm productivity?

Research question 2: Is there evidence for indirect effects of FDI oontestic firm

productivity?

Resear ch question 3: Is there evidence for an effect of FDI on the depeient of new

domestic

The basic limitations of this study are similardther studies in the field. Despite relatively
detailed theoretical knowledge about spillover cteds, the specific importance of each cannot

be quantified as they remain difficult to disenti@ng/Nhile this is the case for productivity
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spillovers, the assessment of pecuniary extereslitontributes to our understanding of
mechanisms of FDI effects on the host country. Aord limitation is that pecuniary

externalities are likely to emerge also througheotthannels then new domestic firm start-up.
However, this aspect is the most salient one andlditherefore be addressed first while leaving

more extensive assessment of pecuniary exterrsaidi®iture studies.

2. Theoretical background

In this chapter, we discuss the theoretical baakgploof the effect of FDI and host country
development. The chapter is structured as folloWisst, chapter 2.1. discusses the concepts
related to the reasons why FDI is expected to leveffect on the host country. Second, in
chapter 2.2. we go on to discuss the specific nméshes through which FDI is expected to affect
host country development. Hence, we pass from disstussing the question why FDI affects a

host country to the question of how this effecetalace.

In chapter 2.1. three specific concepts are idextifThis is the academic debate on FDI and
development, the multinational enterprise as theraa FDI and the concept of ownership-
specific advantages. The following Chapter 2.2 iigdéd into two main concepts. First, we
discuss spillover effects of FDI which are furtldérided into direct and indirect effects. Second,
we discuss FDI pecuniary externalities. Througltuision of these concepts, chapter 2 draws a

complete overview of the reasons and mechanis®béffects on host countries.
2.1. Foreign Direct Investment and the M ultinational Enterprise

2.1.1. Theimpact of foreign direct investment in host countries

Spurred by economic liberalization in many coustr@eound the world, flows of foreign direct

investment have sharply risen in the past decadesgradual economic opening of countries in
Asia since the 1970s, the economic restructuringhén countries of the former Soviet Union

after 1990 and increasing liberalization in othegions such as Latin America have provided
much impetus to this process. From US$ 200 bililo®990, global FDI flows rose the ten-fold

to a climax in 2007 reaching US$ 2,000 billion. 2009, they were at US$ 1,100 billion

(UNCTAD, 2010).

The impact of FDI on development has been much tddbahree views of “conventional

wisdom” on host country impact can be distinguish€dese are the views of “Washington
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Consensus”, academic skepticism and dirigisme (Matal, 2005). The term “Washington
Consensus” has come to mean economic policy foudethe unrestricted belief in market
forces (Williamson, 1999). This implies fully likdized flows of foreign direct investment,
asserting that FDI is always beneficial for the thesonomy. In contrast, the position of
academic skepticism holds that FDI has no diregtaich on development. In this view, it
contributes no more to an economy than any othedyative activity (Rodrik, 1999). Finally,
the dirigisme view holds that governments must &iaificant action to influence FDI flows in
order to ensure host country benefit. Amongst otheasures, this implies the use of local

content requirements and joint ventures.

This debate remains of great importance as cogrdre developing their FDI policy taking into

account past experiences in countries worldwides d#lear that one common best policy for all
countries cannot be found. In the past decades ave Wwitnessed successful growth policy
through both liberal economic policy in Eastern &a& countries and more state-guided policy
in many parts of Asia. Hence, while a general i@teship between FDI and development is
difficult to establish, past experience shows w guccessful policy cannot be clearly grouped

into one archetype of view on FDI.

The general trend however clearly has been andneas to be an increasing liberalization of
policy. Of 71 FDI policy changes adopted in 2008r@ximately 70 per cent increased support
for liberalization and promotion of FDI (UNCTAD, 20b). This follows a continuing trend

since UNCTAD first started to systematically trgadicy changes in 1992. Some decline in the
ratio between FDI-promoting and restricting poli@s occurred as in the early 1990s practically
all policy changes promoted free capital flows.sTtevelopment can however be explained by
an increasing diversity of countries included aredatively easy measures having been

implemented.

Increasing liberalization of policy has been accamed by many governments taking
significant action to encourage the inflow of fagmei direct investment. Possibilities and
limitations for taking action differ between couas due to different international treaty
obligations. A multitude of different measures fratinect subsidies to favorable tax policies

have been used in both developed and developingroest



Examples of tax incentives include the 12.5% caf®income tax in place in Ireland since
2003 and the policy of exempting reinvested eamsiingm corporate income tax altogether in
Estonia (Gorg and Greenaway, 2004; Eurostat, 2@it¢ct subsidies have also been used in
many cases and been very significant in their éxtéramples include an equivalent of US
$150,000 per employee paid to Mercedes to locatdahama or US$ 50,000 per employee paid
to Samsung in England (Girma et al, 2001).

These policies are founded on expectations of igeséxternalities to host economies. These
positive externalities can take many forms from tmasible aspects like job creation and
technology transfer to more indirect ones suchoaspetition effects. These spillovers from FDI
can be defined as all benefits created by invedsnehich are not captured by the investor
(Moran et al, 2005). These carry great importansethee extent of spillovers to the local
economy determines whether and to what extentdwmsttry incentives for foreign investment

are justified.

2.1.2. The multinational enterprise and foreign investment

Foreign direct investment is undertaken by muliorel enterprises. The MNE distinguishes
itself from other organizations such as internalamading firms and domestic enterprises by
engaging in both cross-border production and irtgsnal exchange of goods. Hence, it has two
distinct features. First, it coordinates differeatiue-added activities across borders. Second, in
contrast to other organizations it internalizes sarhthe intermediate goods transfers within the

organization (Dunning and Lundan, 2008).

Two main theoretical views are applied to expldia activities of MNEs in foreign countries.
These are the internationalization theory and tlectic paradigm of international production,
also referred to as the OLI framework. Both talsailar approach and build on transaction cost
theory by Coase (1937). Internationalization thedeyeloped from several approaches and was
formalized by Buckley and Casson (1976). The eeparadigm was first introduced by
Dunning (1981) who has since expanded it sevaragi Both are similar in positing that firms
will internalize their foreign activities when thisntails lower costs than organizing the
transaction through the market. However, the éclgaradigm is more specific in stating that
each MNE faces different costs depending on itséhaountry and industry and each specific

host country and industry (Dunning, 2000).
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The eclectic paradigm also allows the identificatmf four specific motives for engaging in

foreign direct investment. Companies FDI engageneam be classified either as market-
seeking, resource-seeking, efficiency-seeking oateggic asset-seeking (Dunning, 2000).
Market-seeking refers increasing sales in a foremmket while resource-seeking refers to the
access to location-specific advantages ranging flamour to natural resources. Efficiency-

seeking entails possibilities for a more efficiativision of labour within a company and

strategic asset-seeking is guided by the acquisibio ownership-specific assets, for instance
trademarks or patents.

Stephan (2006) analyzes the motives of foreignstors over the whole CEE region. He finds
that overall, market-seeking investment dominatefirst and was then followed by more and
more efficiency-seeking investors. The market-sggkaspect was dominant before EU
accession and in its early phase in order to semanket share at an early point in time. The
following efficiency-seeking investors were maimfracted by low labour costs. Raw materials
and strategic assets played a minor role. Accessantanaterials was only relevant in Poland and
Slovakia, whereas strategic assets only have melevance and when they do mainly in the
form of recognized trademarks (Stephan, 2006). & hestivations for FDI clearly show

expectations of growth in these markets and lowodabcosts compared to most other EU

countries as drivers of FDI.

For Estonia, the motivations of investors have dsen much discussed. Hunya (2001) finds
that market-seeking investment is unlikely to kegaificant factor due to the small country size
and the small size of the Baltic market. This isnsas a hindrance to sufficient economies of
scale in plants and supply chains which are passiblarger CEE countries such as Poland. The
view that market-seeking FDI is not a significanbtivation for investors is however not

supported by survey evidence. Several investoreysncarried out between 1997 and 2000

identify 65% of foreign investors as market-seeking

2.1.3. The multinational enter prise and owner ship-specific assets
Multinational enterprises typically possess supekioowledge compared to domestic firms.
They provide 80% of all private funds made avagalbrldwide for research and development

and hold a majority of patents in the high-techt@e¢Dunning, 1993). As countries are
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increasingly shifting their activities towards heghvalue-added activities in order to increase

competitiveness, tapping into this pool of reseasdbecoming increasingly important.

The principal reason why MNE entry is expected &veéha potential positive effect on host
country firms arises from this superior knowleddetlee MNE. To describe this knowledge,

Hymer (1960) coined the term firm-specific advaetatp include superior technology,

economies of scale and advanced organizationahigobs. Dunning (1981) incorporated the
firm-specific advantages as ownership-specific athges into the eclectic paradigm of
international production. Both Hymer (1960) and DBwng (1981) base their concepts on
transaction cost theory aiming to explain underclwhsgircumstances firms choose to internalize
activities. Dunning (1981) however embeds the thewith locational and internationalization

advantages into the eclectic paradigm as driveratefnational production. Ownership specific
advantages can be treated as the incorporatiofrmofdpecific advantages in to the broader

theory of the eclectic paradigm, also referredstéha OLI framework.

Ownership advantages can arise from property rigidgantages of common governance and
institutional assets (Dunning, 1981). By definitimwnership advantages are always intangible
assets such as the experience in different fifldetivity. Property rights consist for instande o
rights to the use of specific technology or patem&l by the firm. Advantages of common
governance refer to advantages due to the exisgtgorks and accumulated size of the MNE
such as economies of scale or a relatively betiggaining position. Institutional assets include

corporate culture and management systems (Dunnishdoandan, 2008).

In contrast to locational and internalization adeges, ownership specific advantages by
definition consist of intangible assets. Here, ¢bacept of knowledge capital can be used for
specificity. The term knowledge capital broadly @mpasses all firm specific, intangible assets
which are present in a firm. It has been definedaabroad term which includes the human
capital of the employees; patents, blueprints, galaces, and other proprietary knowledge, and
finally marketing assets such as trademarks, répos and brand names.” (Markusen, 2004,
p.9). These ownership-specific advantages grant 8K advantage relative to host country

firms.
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Potential beneficial effects to domestic firms arisom the possibility of parts of these
advantages being transferred or leaking to firmshm host country. Not all advantages can
potentially be transferred because some are dependdactors that cannot be easily replicated
such as firm size or home country characteristitsshe MNE. Some benefits from the
exploitation of these advantages are however asstineot be fully captured by the MNE and

hence leak to domestic firms as spillovers.

The possession of ownership specific assets isdhe of the MNE business model. Ownership
specific advantages enable the MNE to go abroadraidexploitation provides a source for its
growth internationally. However, since intangibleseats are non-rival in their use. As a result,

MNEs take action to prevent the diffusion of thaseets.

MNCs use a variety of different measures to linmbwledge diffusion. First and foremost is the
formal protection of intellectual property rightdNCs are influenced in their choice of location
by the protection of intellectual property grantad host country institutions (Javorcik, 2004).
Several studies show that MNCs pay higher wagesrdler to decrease worker mobility and
hence the possible diffusion of their ownershipesfieassets (Aitken et al, 1996; Girma, et al
2001). They may also choose to operate in locatamsre a low level technical knowledge in
domestic firms makes it unlikely that domestic emtises will be able to imitate their

technology. This is based on a view that low abegapacity will limit technology diffusion.
2.2. Direct effects, indirect effects and pecuniary effects of FDI

2.2.1. Direct effectsand indirect effects of foreign direct investment

Chapter 2.2. discusses the means through which MiffEst the development of domestic firms
in the host country. In the last chapter, we stéted potential benefits for domestic firms arise
from the ownership-specific advantages of MNEs. &specifically, the superior knowledge of
MNEs over domestic firms constitutes an ownersipigesfic advantage which may potentially
be fully or partially transferred to domestic com@s. The terms knowledge, technology,
transfer and spillover are not used in a cohereyt w the literature with many studies failing to

properly distinguish them (Smeets, 2008).

We define technology in this respect as a subseknoiwledge, which is broader as it

incorporates not only tangible but also intangiagsets. The term spillover effect specifically
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refers to the broad definition of knowledge. Wetidguish the terms transfer and spillover by
the question whether they are intentional followilayorcik (2004). Knowledge or technology
transfer is the result of a conscious action takgrthe MNE to diffuse its ownership-specific
assets which involves compensation for the asgatssferred. In contrast, knowledge or
technology spillovers are the unintentional diftusiof assets for which the MNE is not
compensated. Both benefits through transfers aitid\sgrs also need to be distinguished from

pecuniary externalities of FDI which are discussechapter 2.3.

Next, we discuss the concepts of direct effects spitbver effects of FDI. Both are means by
which foreign direct investment affects the perfanoe of domestic firms. The distinction
between these mechanisms lies in the companieshvane affected by them. Direct effects of
FDI are the results of foreign investment in a campon the performance of that specific
company. In contrast, indirect effects occur in dstitally owned companies because of contact
with foreign-owned companies. We follow Damijan &t (2003) in our definition of direct
effects, which is identical with the term own-fireffect also used in the literature. The terms
spillover effects and indirect effects are alsoduseterchangeably. Pecuniary effects are

discussed in chapter 2.3.

These are the basic concepts in the field whickelramained consistent in their use from the
first studies of spillover effects (Caves, 1974ol&rman 1979) to the most recent. The approach
to the study of both direct and indirect effectd=@fl has stayed similar since these early studies.
FDI is expected to have an effect on the produgtiof domestic firms. To assess this effect,
foreign ownership (in the case of direct effectsjaveign concentration in a sector (in the case
of indirect effects) is related to the productivilfirms. If a difference in productivity between
foreign and domestically owned firms is observed firovides evidence for a direct effect of
FDI. A change in the productivity of domestic firrdependent on foreign concentration in the

sector provides evidence for an indirect effedeDt.

Later extensions of the basic framework have netatled much from this basic approach. The
limitation of this approach is evident. While it gsible to measure the correlation of foreign
direct investment and productivity, the specificamg by which these effects cannot be
disentangled in these basic studies. This problasnbecome known as the “black box” of FDI
spillovers (Gorg and Strobl, 2005). This is destlite existence of broad theoretical knowledge
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about the channels through which FDI leads to kedgé spillovers. These different channels
are the discussed in the next section includingnbee recent studies which have attempted to

distinguish knowledge spillovers occurring throwttierent channels.

In contrast to indirect effects, the mechanismsmbych direct effects affect firm performance
are more clear-cut. As direct effects are the &feE MNEs on local affiliates, they are expected
to emerge because of the insertion of new cagitadwledge and technology by the parent
company (Hanousek et al, 2011). This of course ireguhat a foreign investor possesses
ownership-specific assets which make it superiatamestic firms (Tytell and Yudaeva, 2005).
Hence, direct effects are a result of the acti@ken by an MNE on a firm in which it has
ownership. MNEs may also influence other firms tgignificant extent for instance through
providing technical assistance. This would howevar be defined as a direct effect of FDI as

the ownership of the firm remains domestic.

It should be noted that besides FDI three otherham@iems can be identified through which
knowledge spillover may occur. These are licendiragle, and non-equity forms of cooperation.
FDI is however regarded as the most relevant wayhich technology transfer as a significant
element of knowledge takes place (Jindra, 200%ersing provides less potential gains as most
developed technology is typically not available lfoensing (UNCTAD, 2000). As ownership of
superior firm-specific assets is the core of itsibess model, MNEs are unlikely to license their

at least their current knowledge due to high cogiotential unauthorized use of it.

Trade and non-equity forms of cooperation on theeiothand occur mostly between MNC
affiliates in different countries, thereby limitinthe extent of potential technology transfer
(Meyer, 2003). In this case, benefits to domestiemprises are unlikely to emerge as domestic
companies simply do not get into contact with thmpesior knowledge of the MNE. The
potentially even negative effect of the creationrsoth “enclave economies” of foreign-owned

companies has been empirically shown (RodriguezeClED96).

Spillover effects of foreign direct investment cha separated into vertical and horizontal
spillovers. Horizontal spillovers are processed thacur within one industry (intra-industry)

while vertical spillovers take place between def@r sectors (inter-industry). The specific
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mechanisms through which knowledge spillovers aqgeeted to occur are discussed in the
following sub-chapter 2.2.1. and 2.2.2.

2.2.1. Horizontal Spillovers

Four different mechanisms through which horizostallovers operate have been identified in
the literature. These are imitation effects, contipet effects, labour market effects and export
spillovers (Gorg and Greenaway, 2001).

Imitation effects refer to any processes or proslticat domestic enterprises mimic after it has
been introduced through FDI. The scope of emulateomvary between minor elements and full
copying of products for instance by reverse enginge More broadly, this effect is also often
referred to as the demonstration-imitation effddsitive effects do not necessarily involve
direct imitation, but foreign enterprises may thlgbudemonstration decrease the uncertainty
which domestic companies perceive about using aavition (Blomstrom and Kokko, 2000).
As a result, they may employ some element obsernvéateign companies into their operations.
Competition effects create spillovers through istBing the established market divisions
between competitors often found in imperfectly fimaing markets. Increasing rivalry forces
enterprises to increase efficiency, potentiallyodlading to exit of some firms and increasing
overall market efficiency. Greater competitive grae may provide incentives for technological
upgrading and the introduction of new organizatigeehniques. As a result, overall efficiency
of the market may be increased.

Labour market effects refer benefits of labour rigband to changes in the overall wage level
in a sector. MNEs have a strong incentive to pahdi than average wages in order to limit
worker fluctuation and with it dissemination of tbeganizational knowledge. As a result, they
may pay higher wages and thereby create a neadbfoestic enterprise to increase salaries as
well. In contrast to wage effects, the effect tlgiolabour mobility applies to both horizontal and
vertical relationships. When MNEs do not fully rest worker mobility, the movement of
workers from MNEs to domestic companies may inaaismestic company efficiency, thereby
creating a spillover effect through knowledge tfansFinally, export spillovers occur when
domestic enterprises begin exporting their goods assult of skills they have learned from
MNEs. Due to their experience of international apens, MNEs typically have much

experience in this field including knowledge abouarket access, network structures and
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political influence. They may diffuse some of thdimformation through two different
mechanisms. First, they may create necessary wetaipn links internationally which can then
also be used by domestic companies. Second, if snieeir knowledge about international
markets is diffused to local companies the marketyecosts for these are lowered, thereby

making export more feasible (Blomstrom and KokkeR8).

While these are the theoretical mechanisms thraugich horizontal spillovers in an industry
are expected to occur, in practice it is possibkg tiorizontal spillovers are either difficult to
find or have an overall negative effect. This isedo the interaction between the positive
externalities due to the diffusion of MNE tangibded intangible assets and the negative
externalities of increased rivalry. At the horizaintevel, increased rivalry because of foreign
entry may harm domestic enterprises to a more fgignt extent than any positive externalities

created by foreign presence.

2.2.3. Vertical spillovers

As vertical spillovers occur across industries, theeraction between firms and hence the
possible kinds of spillovers are different from izontal ones. Vertical spillovers consist of

forward and backward linkages. Forward linkageserr&d dowstream effects of MNE presence.
These are effects from suppliers to users of an MMEuct. The performance of client firms in

the host economy may be positively influenced tgtogprincipally three different channels.

First, sales of products to upstream firms maydase the performance of these firms and
possible outsourcing activity creates additionaimded for their services. For instance,
downstream firms may profit from employing an inaten in their production made available

by MNE presence. Second, due to MNE presence fremamnd maintenance activities may
emerge in the final goods sector, thereby creadihdjtional opportunities for domestic firms.

Hence, domestic upstream firms benefit as a denfandervices is created through MNE

presence which can be supplied by these firms.

Third, through improved infrastructure and servidesvnstream firms may benefit from MNE
presence. In this way, potential benefits of MNEsance arise from more favorable overall
economic conditions which are conducive to busiregs/ity. Foreign companies may either
themselves invest in infrastructure, or more likeige their political leverage to push for

infrastructure improvement. This may be in variameas such as transport or communication.
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Also, the presence of foreign firms with may makieiaonal services such as specific finances
and accounting companies available to domesticsfemwell. In this case, increased demand by
MNEs increases demand for these services so tlegt ¢hn viably be operated in the host
country. There is some reason to assume that fdriis@kages have become more significant
because of the development in products suppliedNES. Increasingly highly sophisticated

products may make more intensive customer contgsary (Blomstrom, 1991).

Backward linkages in contrast are downstream effeft FDI through links of MNEs with
supplying sector firms. They include technical stssice to domestic suppliers, assistance in
purchasing policy and customer acquisition, as sl assistance in training of management
staff (Lall, 1980). Labour moving from MNEs to upstm suppliers also is a clearly
distinguishable means of knowledge transfer. Adddily, suppliers in upstream sector can also
profit from FDI presence through market effectstsas increased demand for intermediate
inputs. Hence, backward linkage effects can coetn bffects of direct action by the MNE and

the indirect effects of MNE presence on goods saggly upstream firms.

There are several reasons to assume that spillarersmore likely to take place between
different industries. The strong incentive for ca@mg@s to limit knowledge transfer to
competitors may be a reason why intra-sectoralosgits are often found to be insignificant or
negative. MNCs do not have to fear competition friamms which do not operate at the same
level of production but in up- and downstream secémd hence may take less rigid measures to
limit spillovers. More importantly, MNCs even hastong incentives to assist their suppliers in
upstream industries through providing technical &ndncial aid in order to assure quality
standards of the products supplied and lower pridesce, the firms may transfer knowledge in
order to obtain lower supply prices, thereby aitejra private benefit. However, a social benefit
may emerge when MNCs are unable to reap all theflterof their action (Blalock and Gertler,
2008).

This assistance can be either in the form of diteahsfer of knowledge or high quality
requirements leading to productivity increasesha suppliers. Both mechanisms have been
observed in the CEE. The likelihood of spillovefieets through this channel is also increased by
several related mechanisms. In order to avoid halgwoblems, MNEs are likely to grant

assistance to several suppliers. By doing so, thNENMrees itself from the risk of becoming
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dependent on one partner. As a consequence, kngsvlsgreads to more companies and

spillovers become more likely (Blalock and Gertl&04).

2.3. Pecuniary effects of foreign direct | nvestment

Since its beginning, the study of spillover effettsough FDI has largely limited itself to
studying the correlation between foreign concemnain a sector and the effect on productivity
of domestic firms. The previous sections have desdrthese mechanisms through which
traditionally FDI effects have been studied. Thipmach strongly limits the effects of FDI
which can be observed as it is based on a veryeiniiew of the implications of foreign direct
investment for the host economy. Effects of FDltle host economy are expected to only occur
through foreign enterprises transferring knowletlgeomestic firms and this transfer resulting
in changes in the domestic firm production functibtfowever, foreign entry in itself has an
effect on the structure of the industry in whiclojterates. The entry of an MNE affects supply
and demand conditions, as well as, competitioniwitie industry, thereby exerting influence on

the conditions under which domestic firms operate.

The distinction between direct effects, spillovifeets and pecuniary externalities is the way in
which they affect domestic enterprises. Direct ardirect effects are the results of actual an
actual transfer or spillover of tangible and intidag assets between firms. In contrast, pecuniary
externalities firms affect each other indirectlyadingh the changes the prices of goods on the
market. While direct effects and spillover effecffect the production function through
knowledge transfer, pecuniary externalities afféwt profit function of firms in an industry

through cost reductions or revenue increases (&dagStrobl, 2004).

Hence, pecuniary externalities affect competitieaditions within an industry. Kugler (2000)
identifies two mechanisms through which this magurc namely managerial incentives and
selection effect. These effects occur at the imdastry level upon entry of an MNE. First,
increased competition may raise the managerialniness to increase efficiency in domestic
firms in order to prevent the loss of market shé&ig.instance, firms may upgrade technology or
introduced new organizational structures. Secamtteased competition may lead to a selection
effect as inefficient firms are forced to leave tharket as a result of increased competition. As a
result, overall efficiency in the market is incredsbut the number of domestic firms in the

market may be reduced.
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However, pecuniary externalities may also have aefigal effect for domestic firm
development. In theory, this effect occurs throupk increased demand for intermediate
products caused by MNE entry. The increased denwuahges the price for intermediate
products and thereby affect firm profitability, a&ffect which is recognized for instance in
Kugler (2000). The theoretical literature on FDElanly recently focused more on this aspect.
The simple mechanism of increased demand for irgdrates is expanded in papers by
Markusen and Venables (1999) and Rodriguez-Cla@66)l Both show at the theoretical level
that pecuniary externalities may in fact overalbleaeficial for domestic firm development.

The theoretical framework by Markusen and Venaf899) lays out the theory of the effect of
foreign direct investment on the development ofldoms which we sketch out briefly. The
entry of an MNE in a sector is expected to have ¢taesequences. First, foreign presence may
harm domestic firms through increased product maddnpetition. Second, the increased
demand by foreign companies may have a positiveetin firms in the supplying sector. The
increased demand increases profits for existinglemsector firms while facilitating the entry
of new ones. Under economies of scale in produciioites of intermediate goods decrease.
This in turn makes conditions for entry of new dstrefirms in the downstream sector in which
the MNE is present more favourable. Hence, thiscggs would cause local industrial
development in the form of new firm entry. Markuserd Venables show that it may even lead
to the displacement of MNEs by domestic firms (Me#n and Venables, 1999).

The positive effect of FDI on local industrial déygment through pecuniary externalities has
also been discussed in two other theoretical pajepsally to Markusen and Venables (1999),
these papers also expect the effect on local indusgevelopment to be caused by the increased
demand for intermediate inputs as a result of MN&ye However, both differ in the elements of
local industrial development emphasized. RiverazlB§1990) predicts an increase in the
domestic firm entry rate but emphasizes the bemafdused by an increased range of
intermediate goods available. Rodriguez-Clare (1290 sees a greater selection of specialized
inputs as the main benefit of increased demanahfermediates.

As noted earlier, the potential effects of FDI & tlomestic firm structure has not been much
researched. Besides the studies mentioned abow wkiend the classic approach of studying

productivity effects, the only other field whichsheontributed to this discussion is the industrial
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organization and occupational choice literaturee Téw studies available in this field show a
negative effect of FDI on the development of domefitms and relate it to changes in
individual professional choices. Although theseadsts are built on a different theoretical base,

they also discuss the relationship between FDIthedoundation of new domestic firms.

Grossman (1984) argues that FDI entry reduces damésn entry through changing the

incentives for those who potentially would foundmganies. The argument is that FDI reduces
prices in a sector, thereby decreasing the potebémnefits of entrepreneurial activity while

creating employment opportunities in MNEs. As aulegotential entrepreneurs choose to be
employed instead of starting a company. DeBackdrSauwaegen (2002) also posit a negative
effect of FDI on domestic firm entry through crowdi out effects on product and labour
markets. In fact, industries with high entry basienay attract FDI because MNEs through their
ownership-specific advantages are able to overcitrege barriers more easily than domestic
companies. As a result, entry barriers for domdsties increase further through MNE entry and

domestic entry in the sector declines.

In essence, both Grossman (1984) and DeBacker lanv&gen both predict a decrease in the
domestic firm entry rate as a result of competiwfiects within a sector. Despite the different
theoretical background, these studies hence dneamwith the studies of pecuniary externalities
mentioned earlier. These two studies simply discgpacific aspects of competition effect
focusing on crowding out of domestic firms on tla@dur market. Hence, the final effect of
pecuniary externalities on domestic firms dependthe interaction between competition effects
on one side and beneficial effects through incréaamand on the other. At the intra-industry
level, a decrease in the domestic firm entry rabeilds be an indication that competition effects
dominate. If however the beneficial effects throwglanges in demand and prices dominate, we
would expect a positive effect on the domestic fiemiry rate. This would be a possible

indication that FDI may lead to local industriavééopment.

2.3.4. Other factorsinfluencing the occurrence of spillover effects

Additionally to the factors previously discusseldere are some additional determinants which
are frequently discussed in the spillover literatuPartly, they clearly are particularly related to
the application in developing countries while otheemain valid in the developed country

context.
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The extent to which the ownership structure of athocountry MNE affiliate affects the
occurrence of spillover effects has been much aedlyJoint ownership may be beneficial to
spillovers for two reasons. Domestic firms in atseecnay have easier access to knowledge in
joint ventures projects, also because knowledgasteared to such projects is often less
sophisticated. Also, joint venture projects may eneasily find local suppliers and hence source
more inputs locally, thereby increasing the likebld of vertical spillovers (Javorcik and
Spatareanu, 2008). The studies available indi¢sieindeed joint ownership is more likely to
generate positive spillovers to the host economigkeA and Harrison (1999) show joint
ownership to be beneficial in the Venezuelan mastufang sector. The positive effect of joint

ownership on productivity is also confirmed by Dlm@nd Louri (2007) for Greece.

The extent of local sourcing also has an importafitence on spillover effects. MNCs with
little local sourcing can create “enclave econofi€kere is significant evidence that these self-
detained agglomerations in host countries hindeall@development (Rodriguez-Clare, 1996).
When MNCs integrate into existing networks, incezhdemand through local sourcing can lead
to greater economies of scale in local supplidrsieby making their production more efficient.
Additionally, local connections open up this chdrofegotential spillovers also to other kinds of
spillovers such as dissemination of knowledge thhoworker mobility. Evidence however
shows that MNCs tend to source much of their inpatally. This observation is coherent with
the theory of the firm which states that cheaperaog of intermediates is one of the possible

drivers of the decision to invest abroad.

The question of the influence of a technologicap d¢eetween foreign MNEs and the local
economy also remains current. This is due to tleatgmportance that host countries attach to
the possibility of technology transfer. This can deen especially in the developed country
context where joint venture requirements are conplame. This issue has however also been
discussed in the industrialized country contexterehresearch more commonly refers to the
absorptive capacity of local firms. A higher absiw capacity implies more likely technology

transfer.

Two opposing views exist on the relationship betwtschnological gap and spillover effects.
For instance Findlay (1978) argues that a largghrtelogical gap is beneficial to spillovers as it

offers ample opportunities for development. In ggsnario, backwardness creates a more urgent
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need for progress and implementation produces leegalts, thereby resulting in increased
spillovers. However, overall the argument that atate technological level is needed for
domestic firms to be able to adopt MNE technolaggnore justifiable. This is also confirmed by
the majority of studies on this aspect which fihdttthe likelihood of technological spillovers is
greater with a smaller technology gap (Glass arghiS4998; Girma et al, 2001). If domestic
firms are too far behind technologically, they wilbt be able to absorb spillover effects nor

receive assistance for upgrading as part of a MiN#plger network.

The overall effect of all different kinds of horizial and vertical spillovers may be positive or
negative. For instance in the case of competitiffeces, long-run sustainability through
increased efficiency may come at the expense ddthegimpact on domestic firms in the short
run. Wage spillovers can also be negative exedmgnward pressure on wages. The currently
existing studies provide inconclusive results as/tehow both positive and negative effects in
developed and developing countries (Aitken et @96t Lipsey and Sjoholm, 2001).

Besides effects on the host country, effects of KDthe MNC homecountry have been
researched but to a much more limited extent. Tameseveral channels through which outward
FDI potentially influences the home country. Donestterprises may profit from learning how

to operate internationally, secure access to rateniaés and gain access to foreign assets such as
capital markets (Buckley et al, 2007). Furthermaheye is evidence for a positive effect on the
productivity of enterprises which engage in outw&ildl, as Damijan et al (2007) show for
Slovenia and Vahter and Masso (2006) for Estoniaw@rd FDI also has potential negative
home country effects. These may occur for instaheeto potential job losses if production is
shifted. These effects are relevant as they mduente the FDI flows for instance through
policy measures in MNE home countries. This papavdver is limited to the effects of foreign

direct investment on host countries.
2.3. Literature Review: Previous studies of FDI spillovers

2.3.1. Horizontal spillover effects
The study of spillover effects began with the assest of horizontal effects. The first
contribution directly to the effects of FDI on hastonomies dates back to Caves (1974) study

assessing the correlation between FDI and prodtyctiVhe Caves study searches for evidence
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on competition effects which are expected to inmeeirm selection in an industry and force
technological upgrading while also assessing athannels of technology transfer. The general
ideas of this study still remain valid for curr@mes and numerous studies have been based on it.
In another early study in this field, Globerman{2Pconfirms the positive correlation of FDI on
labour productivity, also for the manufacturing teean Canada like Caves. The Globerman
(1979) study is typical for much of the literatume FDI spillovers in its approach of measuring
correlations between productivity in a sector amdemsure of foreign enterprise presence in that
sector. Since then, different studies assessiregrdities of FDI have refined and used different
measures of productivity and concentration whileintagning to a great degree the same

theoretical assumptions about their interaction.

The two pioneering studies are exceptional bectheseboth study developed economies. After
these studies, the research focus of intra-industtriglies to a very large degree shifted to the
developing world. The selection of countries folemlvinvestment flows as most countries
studies can be considered emerging economies. Heangre Mexico (Blomstréom, 1986;
Kokko, 1996), Indonesia (Sjoholm 1999), Morocco ddad and Harrison, 1993) and Venezuela
(Aitken and Harrison, 1999). A comprehensive ovawican be found in Gorg and Greenaway
(2004).

The findings of these studies are very much caedlavith the research methodology employed.
Besides the studies by Haddad and Harrison (1998)Aétken and Harrison (1999) all studies

up to 1999 use cross-sectional data instead ofl pkata. Generally, the evidence for spillover
effects tends to be weaker using panel data whighsvalso confirmed for Central and Eastern
European transition economies in section 2.3.5.1&VRaddad and Harrison (1993) find

inconclusive evidence of spillovers, Aitken and i (1999) find negative effects while the

remaining studies mentioned find positive effecsdal on cross-sectional data. This finding is
also corroborated by other cross-sectional stufiliebng evidence for spillovers (Chuang and

Lin, 1999) and panel studies finding no effectsr@@nd Strobl, 2002).

The correlation between research methodology ardinfys holds for transition economies (see
section 2.3.5.) while it does not hold for otheveleped countries. Several studies using panel
data find significant evidence for horizontal spikrs in developed countries (Haskel et al,
2002, in the United Kingdom; Dimelis and Louri, 799 Greece).
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Several factors may explain the fact that paned daidies overall tend to show less evidence of
spillover effects. In developed countries, evideméespillover effects is strong enough for
significant results to be found also in panel datalies. The use of panel data studies is lilely t
generate more valid results. They allow a singi® fio be tracked over a longer time period of
time instead of simply selecting one moment foreobation. Through observation over a longer
time period, medium- and long-term effects of Fid enade observable. Additionally, through
observation over time cross-sectional data makegodsible to control for factors which
potentially affect foreign investment (Gorg andoBty 2001). The identification problem and
establishing causality between firm performance Bddlin a sector is key issue in the study of

spillover effects.

If an industry with greater foreign presence shdwester performance compared to another
industry, it is without additional information npbssible to establish whether there is causality.
Foreign investment may have increased performangebetter-performing industries may also
attract more foreign investment. Use of panel ded&es it possible to observe the development
of both performance measures and FDI over timeelyeproviding an indication of their order.
While this provides more credible results, it doed provide evidence of causality. Hence,
studies in the field clearly delineate that thetaklsh correlations between foreign presence in a

sector and the effect on the host country firmgemd of referring to causality between the two.

Overall, evidence for horizontal effects remainsak@articularly in developing countries and
transition economies inconclusive or negative spédts effects are found. Likely, competition
effects play an important role in explaining thesult. While there may be a positive effect of
foreign investment, Domestic increased competibonthe horizontal level likely creates an

overall negative effect for domestic firms.

2.3.2. Vertical spillover effects

An important extension to the research methodologyFDI spillovers was the extension of
research to inter-industry spillovers. Most of i@l spillover literature focuses only on intra-
industry spillovers and only later have researckhtaded to assess spillovers between industries.
After the pioneering study by Lall (1980) assessiagical linkages in least developed countries
this issue was not significantly further developéalvorcik (2004) revived the interest in vertical

spillovers with her study of the Lithuanian manuéaing industry.
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In its simplest form, vertical spillover effectsrgly employ the methodology of horizontal

studies but link different sectors of the econorogoading to supply relationships between them.
Supply relationships between sectors are typiaditablished through input-output tables for the
whole economy. The evidence for vertical linkagemnagally is much stronger than for

horizontal ones. Evidence for backward linkages teamled to be much stronger than for
forward linkages. However, there are differencethamextent to which vertical spillover effects

are found in countries at different stages of dewelent. A relatively larger number of studies
have been published for transition economies coetpdao both developing and developed
economies. However, the total number of studiescwhmeasures spillover effects between
sectors is significantly smaller than for intra-uistry effects.

For transition economies, there are several stugtiewing vertical spillover effects. Particularly
evidence for backward linkages is found in sevstadlies. Also, when assessing all of the CEE,
evidence for backward linkages if present is foundbe ten times more important than
horizontal linkages (Damijan et al, 2003). Backwhn#tages for the manufacturing sectors are
found for Lithuania, Hungary Romania (Javorcik, 20Blalpern and Murak6zy, 2007; Schoors
and van der Tol, 2002; Smarzynska and Spatareafd)2@nly one study finds significant
evidence of forward linkages (Schoors and and van Tbl, 2002). The relatively greater
importance of backward linkages Hence, for traositeconomies there is evidence that
especially spillovers through backward linkagessexHowever, more recent CEE wide data
shows that vertical linkages may in fact have beedsss important than horizontal ones
(Damijan et al, 2008). Particularly given the cuathg relatively low number of studies, more
upcoming research will help to clarify more exadtig relative importance of vertical spillover

effects.

For both developing and developed countries leseareh has been published on vertical
spillover effects. Studies for developing countriesclusively show evidence of backward
linkages. These are observed in panel studies loin@wa and Indonesia (Kugler, 2001; Blalock
and Gertler, 2003). In developed countries, the bemof studies on vertical spillovers is even
more limited and does not make it possible to dedwattern from it. Driffield (2002) finds a

positive forward linkage effect in the UK while @ia et al (2001b) finds a backward linkage

effect but only for domestic firms with much expadtivity. Harris and Robinson (2004) assess
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backward and forward linkage effects in 20 différsgctors of the UK manufacturing sector for
the period 1974-1995. Across different industriéise study does not reveal a clearly
distinguishable pattern across industries as pesitiegative and insignificant results for vertical

spillover effects are found.

2.3.3. Pecuniary effects of foreign direct | nvestment

In contrast to the relatively large number of sésdon the effects of FDI on productivity, the
pecuniary externalities of FDI have been discusseé much more limited extent. In the
available studies the focus is mostly on the eftédtDIl on domestic firm entry. The results are

mixed and strongly depend on the study approaamtak

The first approach is the Markusen and Venable®9Q)l9ramework. Despite considerable
interest in the theory so far few studies applythg framework exist. A reason may be the
highly specific requirements that the framework gg$or its application. The framework has
only been applied to a transition country in thedgtby Altomonte and Resmini (2002) for the
manufacturing sector in Poland between 1990 an@.19Beir application follows closely the
theoretical framework but extends it to include MMNdtry from the final goods to the
intermediate goods sector. They find that while Mpiiesence promotes the development of
domestic firms through backward and forward linksggeere is not sufficient evidence for self-

sustaining local industrial development.

Several studies in the Irish manufacturing secteo &uild on the Markusen and Venables
framework to examine FDI effects on local industikevelopment. They do however not
specifically test for the emergence of a self-dnstg pattern of domestic firm development.
These studies assess the effect of FDI on the eat&yof domestic firms (Gérg and Strobl, 2002;
Barrios et al 2004), as well as, survival and gloWsorg and Strobl, 2004) using plant level
data. The studies all find a positive correlatiatween foreign concentration in a sector and
domestic firm entry. Up until a threshold of approately 20% of foreign concentration in a
sector, competition effects however outweigh pesigffects of FDI on firm entry (Barrios et al,
2004). Foreign presence increases the chanceamf irvival in high-technology sectors while
also reducing domestic firm growth (Gorg and Str@#04). Fotopoulus and Louri (2004) also
use the Markusen and Venables framework to assmsedlic firm growth instead of entry.

They find that a positive correlation is presensé@ttors with higher than average growth rates.
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The finding that benefits accrue mainly in techigdally advanced sectors is corroborated for
the number of domestic firms in the Czech Repuldlowing that the benefits of FDI for
domestic firms dominate over the market-stealifgatf(Kosova 2003). Contrary results are
sparse. In a cross-sectional study of Belgium f®#80 to 1995, DeBacker and Sleuwaegen
(2002) find that the entry of domestic decreaséldviang foreign direct investment in a sector.
Therefore the vast majority of studies hence fingasitive relationship between foreign

concentration and the creation of new domesticdirm

2.3.5. Previous empirical studiesin the CEE and Estonia

A few studies have been carried out on FDI linkaffects in Estonia including those which
include Estonia as one of several countries. A ntgjof studies focuses on horizontal spillover
effects within one industry. Overall, the eviderfoe spillover effects is mixed, with many

studies not finding significant spillover effects.

The most extensive studies of spillovers in the Giaize been the studies by Damijan et al
(2001; 2003). Both studies examine firm level dedan eight CEE countries with the later study
using a larger number of firms. 8,000 firms in BE transition countries are assessed in this
panel study. For Estonia, they find statisticalyngficant results only for direct spillover effect

of FDI. There is no evidence for positive or negateffects through linkages. Overall, for all
CEE countries evidence for horizontal, forward datkward linkages is very limited with
significant results found only for a minority of watries and indicators. Moreover, coefficients
in some cases do not carry the expected signshbuauthors but this may be caused by small
sample size for several countries. In an extensfoiine study somewhat stronger evidence is
found when firm-specific effects have been expgicitontrolled for (Damijan et al, 2008).
However, overall the results remain mixed withoomgistent patterns across countries or types

of spillover effects.

These studies remain the only ones which covemthele CEE region. All other studies are

significantly smaller and only include a subsetotintries, e.g. Poland, Bulgaria and Romania
as for instance in Konings et al (2001). As an toldal research methodology, meta-analysis of
existing studies has recently been used. Herelistirmx studies are drawn together and analyzed

despite different individual results in betweennthen order to find commonalities through
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pooling them. An example of this new approach B $tudy by Hanousek et al (2011). This
study however also finds only weak evidence follegr effects. They note that this may be
due to the simultaneous evolution of FDI effectd apillover methodologies. Increased effects
of foreign investment can be expected from morentstudies because they had more time to
develop, but at the same time more recent studieanel data instead of cross-sectional data
techniques which tend to show lower results. Hentehe end evidence for spillover effects
remains weak (Hanousek et al, 201Lpoking at all of the CEE, evidence for spillovenrains

relatively weak and inconsistent across differémtlg methodologies.

Next, we assess the available studies focusingfgjadly on the Estonian economy. Since the
first study in 2004, these have gradually evolvedeisearch methodology. The earlier studies of
Sinani and Meyer (2004) and Damijan and Knell (90&% limited in their interpretability due
to specific methodological issues. Sinani and Meyser panel data for 405 firms initially, while
Damijan and Knell use a panel study of 1,454 firBeth studies use small datasets biased
towards large firms for their analyses, while thedg by Sinani and Meyer (2004) additionally
shows attrition problems as the number of firmsrel@ses significantly during the study period
(Vahter, 2010). These studies do not measure thmsatarelationship between FDI and
performance but rather correlation between thes®rfs Sinani and Meyer (2004) find strong
evidence for both direct and indirect spillovereets while Damijan and Knell (2005) find

evidence for direct effects.

These issues are avoided by subsequent studiestiohdtl studies on spillover effects
specifically in Estonia have since been conducte&&hter and Masso (2006), Vahter (2010)
and Masso et al (2010). All avoid the problem déskon bias through using complete panel
datasets of Estonian firm. Vahter and Masso (2088&)a database of all 41,000 Estonian firms,
while Vahter (2010) and Masso et al (2010) use datall firms in the manufacturing sector.
Vahter and Masso (2006) and Vahter (2010) findignificant evidence for an effect of FDI on
productivity. Both Vahter (2010) and Masso et ab1l@) however find evidence related to
innovation. Vahter (2006) finds that innovatiorsignificantly positive increased by FDI in the
same sector while Masso et al (2010) shows thaidgorinvested enterprises use knowledge

sourcing more intensively and face less hindrantemovation.
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This study compliments the existing studies. Itidgdhe issues present in earlier studies and
adds a complete view of the correlation of FDI dothestic firm performance in Estonia. This
is achieved through assessing equally direct adideict effects of FDI both at the horizontal and
vertical level. A complete picture of spillover efts through FDI within the Estonian
manufacturing industry is created. Additionallye ttelevance of pecuniary externalities has not

been addressed in previous studies.

3. Empirical Application

3.1. Research Question

Based on the theoretical background described mpteln 2, this paper responds to three
empirical research questions. These research qunesire answered using a model described in
section 3.3., the data used is described in cha@pterd the estimation results are presented in
chapter 5.

Foreign direct investment can influence a domeftim directly or indirectly. Effects which

occur within an enterprise with foreign ownershi aonsidered direct effects (often also
referred to as own-firm effect). In contrast, irdit effects of FDI are effects of foreign-owned
firms on domestically-owned firms. The first resdargquestion assesses whether firms with

foreign ownership have higher productivity than @éstically-owned firms.

Research question 1: Is there evidence for a direct effect of foreignnewship on
domestic firm productivity?

Next, we assess the evidence for indirect effe€tS. An indirect effect of FDI would be

present if foreign concentration in an industrytseés related to the productivity of domestic
firms in the same sector or in up- or downstreantass. Indirect effects consist of horizontal
and vertical linkage effects. Horizontal linkagéeefs affect the productivity of domestic firms
in the same sector, while vertical linkage effeaffect domestic firms in supplier sectors

(backward linkage effect) and customer sectoradod linkage effect).

Research question 2: Is there evidence for indirect effects of FDI oontestic firm

productivity?
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Finally, we assess the link between foreign direeestment and local industrial development.
Apart from direct and indirect effects as descrilagdve, FDI may through its influence on
market structure affect the entry of new domesiimg. We estimate this relationship by
assessing the correlation between FDI presencaéctar and the domestic firm entry rate in the

third research question.

Resear ch question 3: Is there evidence for an effect of FDI on the depglent of new

domestic firms?

3.2. The development of FDI flowsin Estonia

This study assesses the impact of inward FDI imritat Estonia is a country with 1.4 million
inhabitants situated in North-Eastern Europe. GBBunted to 20,608 USD per capita (PPP) in
2010 (UNCTAD, 2012). After regaining independencenf the Soviet Union in 1990, the
country has shown an unparalleled pace in reforntsmgconomy and re-integrating into the
global community. Since 2004, Estonia has been ralmee of the European Union and adopted
the Euro as its currency in 2011. Estonia is tHg Bl member state which is practically free of
sovereign debt. Estonia is also a member of therrdational Monetary Fund and the World

Trade Organization.

The extent of foreign investment received by Estosince its economic opening has been
immense. From the beginning 1990s until 1997, ahmyestment inflows fluctuated around
200 million USD yearly, then starting to rise reach700 million USD in 1998 (UNCTAD,
2012). From 1998, the trend has been a rapid ns&DI inflows albeit with substantial
fluctuations between different years. In 2005 af@72 record numbers for FDI inflow were
recorded at around 2700 million USD. The extemeai foreign investment in Estonia however
decreased particularly strongly during the finahciasis, falling by 36% between 2007 and
2008. In 2010, foreign investment inflows were &4Q million USD (UNCTAD, 2012). In
2010, the inward FDI stock was 5,700 million USDNETAD, 2012). Since the economic

opening, Sweden and Finland have constantly beeemtst important sending countries.

The magnitude of investment received is also reatdekin comparison with other Central and
Eastern European transition economies. Since ZB§t8nia has constantly recorded the highest

per capita inflow in the CEE. In 2010, inward F[@rgapita was at 1,148 USD compared to 411
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USD for Slovenia which received the second higlpestcapita investments (UNCTAD, 2012).
Parallel to inward FDI, outward foreign direct istiment has increasingly also started to play a
role. Outward investments grew from 61 million UBD2000 to 1640 million in 2007 but then
decreased to 130 million USD in 2010 (UNCTAD, 2Q18)the transition to a market economy,
Estonia among other CEE countries faced the clgdlef upgrading the technology stock in
order to catch-up with global standards and pradigtievels. In order to become competitive
internationally in a market environment, foreigiwvestment provided a potential means to attain

the capital and knowledge required.

The Estonian government began early with measorggtease the attractiveness of the country
to investors. Privatization of formerly state-ownassets in Estonia was enacted quickly and
with a focus on complete sale to investors instdashle to company insiders. This facilitated
technological upgrading through concentration ohekghip. The privatization method offered
the possibility of the introduction of more effiotecorporate governance without the risk of

insiders blocking restructuring (Konings, 2001).

Additionally to outsider privatization, state pglitocused on a fiscal policy aimed at increasing
foreign investment. The most characteristic aspédhis approach has been the exclusion of
reinvested earnings from corporate taxation sir@@32While several CEE countries chose to
focus on fiscal policy instead of subsidies arotimel same time, the focus on corporate income

taxation has remained a distinct feature of Estopalicy (Cass, 2006).

3.3. Model development

The development of the econometric models follotws framework given by the research
guestions. First, we develop a model for the diedfeicts of FDI and then continue to model for

indirect effects. As a third step, we create a rhtmtehe entry of domestic firms.

The models developed to measure direct and indféatts of FDI are based on the same Cobb-
Douglas production function approach. Differentafieations of this approach have been used
in much of the FDI spillover literature from therlyastudies such as Caves (1974) to more

recent ones since Aitken and Harrison (1999). Tdsdimodel is represented as

Yiie = Bo + B1Kije + B2Lije + BsMije + ar + aj + & (1)
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The dependent variablg;, denotes the output of firm i in sector j at tim&he same subscripts

are used for all variables and throughout the stVilg use the logarithms of the production
inputs for the following model:

In Yl]t = ﬁO + ﬁlanijt + ﬁzlnLijt + ﬁ3l7’lMl']'t + a + aj + gijt (2)

The termk;;, is the log of fixed assets in the firi,.is the log of the number of employees and
M;;. is the log of material inputs. Fixed assets, niaténputs and sales are measured in
Estonian crowns (EEK) which have been deflatede@ar Y000 values. The temm is a control

variable for year-specific effects anglis a control variable for sector-specific effedthe term

&j¢ is the remaining randomly distributed error tefta.properties are discussed in connection
with the more specific applications. Many previaisdies on larger countries in the CEE and
other regions analyze regions separately (e.gmdtde and Resmini, 2002). For Estonia, we do
not apply this approach given as the small cousizg makes nationwide supply relationships

feasible. Hence, assessing regions separately wadlckflect real linkages in the economy.
3.4. Direct effects of FDI

In order to measure direct effects of FDI, a dunforyforeign ownership is added to our basic
model:

The inclusion of FDI;;, as a dummy variable is used to measure the cborlaetween foreign
ownership in an enterprise and its effect on pradity. The variable8,FDI;;, takes the value 1
if the company is majority foreign-owned or O othise. Direct effects of foreign direct
investment are productivity differences in companhich have a foreign direct investment
stake compared to domestically owned companiesoskipe coefficient for the variablEDI;
would indicate that firms with foreign ownershipvieahigher productivity compared to domestic
firms. A negative coefficient for the variable wduihdicate lower productivity of firms with

foreign ownership.
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3.5. Indirect effects of FDI

As a next step, this basic model is then extendeddude measures of horizontal linkages and

vertical linkages including both forward and backadvinkages.

In Yl]t = ﬁO + ﬁlanijt + ,lenLl-jt + ,83lan-jt + ﬁ4H0RIth_1 + ﬁSBACKVVjt_l +
ﬁ6FORWDjt_1 + at + 0_’] + gl]t (4)

In this full modelHORIZ;, measures the concentration of foreign ownershifhénsame sector.
The termBACKW;, measures the cumulative foreign concentrationupplkying (upstream)
sectors. The terlAORW D;, measures the cumulative foreign concentratiorettags to which

output is supplied (downstream sectors). Theseetlmeasures of linkages are specific to

industry j and time t. We next discuss the way ol they are calculated.

The variableiORIZ;, measures foreign concentration in a sector basedmployment. It is

calculated as the ratio of employees in foreign-eavifirms relative to all employees in the

industry:

Employees in firms with foreign ownershipjt

HORIZ;, =

(5)

Total numberof employees jt

The parameter of the variableHORIZ;, is a measure of the correlation between FDI
concentration in a sector and domestic firm pertoroe in the same sector. A positive
coefficient indicates a positive correlation witbndestic firm performance while the opposite is
true for a negative coefficient. We expect the alale to show a negative coefficient as
competition effects through foreign firms are expddo exert a stronger influence on domestic
firm productivity than beneficial effects. A posipositive coefficient would indicate that the
competition effect is overall positive. This coldé cause by foreign firms forcing domestic

firms to upgrade organizational structure or te¢tbgy

Vertical linkages are the effects of foreign presem a sector on domestic firm performance in
a different sector. We measure and assess theneeider the extent of backward and forward

linkages. Backward linkages are the effects ofifprgpresence in a sector on domestic firm
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performance in sectors which supply to it. In casty Forward linkages are effects of foreign
presence on domestic firm performance in sectomshich they supply. In order to assess the
evidence for vertical linkage effects, we needdmbine the measures of foreign concentration
in each sector with the intermediate input supplatronships between different sectors. Using
these measures, we can define the share of sagfmitcsold to foreign firms and the share of
input bought from foreign firms. The first menti@ehmeasure refers to backward linkages while

the latter refers to forward linkages.

In order to measure backward and forward linkagesuge the ratio of output in firms with

foreign ownership as a share of total output ireet@. In order to account for the relative
magnitude of the supply-use relationship the retiaeighted by the share supplied to a sector.
In this way, we can include both the extent of théput flow between sectors and the
concentration of foreign firms in the estimation fofward and backward linkages. This

specification predicts that backward linkages axpeeted to increase both with increased
demand from the using sector and with increaseeigorconcentration in the producer sector

(Schors and van der Tol, 2002). It can be noted as:

BACKWj;, = ¥, (a)(HORIZ;;) (6)
FORWD;; =, (y)(HORIZ;;) (7)

The lettera denotes the share of inputs supplied by the wgstieector. For each supplier sector,
the share of inputs received from the sector istiplidd by the foreign concentration in the
supplier sector measured d80RIZ;. . This value is calculated for each supplier secand
BACKW;, is the sum of all values for the supplying sectdte sum fofORWD;, is calculated
analogously taking the measures for all sectosstich output is supplied. The letterdenotes

the share of output supplied to one downstreanosect

We can use a simple fictional example to illustthe calculation. There is a wood sector which
supplies half of its outputs each to the furnitsextor and the paper sector. The foreign
concentration in the wood sector is 0.8, whilesi@i5 in the furniture sector and 0.3 in the paper
sector. The backward linkage coefficient for theoa/sector would be (0.5)(0.5) + (0.5)(0.3) and
equal 0.4.
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To define the relationships between sectors wawesaligit input-output tables combined with a
measure of concentration of foreign ownership ichesector (Blalock, 2003). The input-output
table accounts for material flows between manufaogusectors according to two-digit NACE
classification, hence including sectors 15 to 3t. éach manufacturing industry sector, linkages
with all other manufacturing industry sectors amtcglated.

In the FDI spillover literature there are two doamih approaches to establishing supply-use
relationships between sectors. The first methodsiag the share of inputs sourced from the
domestic economy as the total of inputs used byna However, using this measure clearly
limits the effects which can be studied. First,yobdckward linkage effects can be assessed as
the complete economy is treated as one supplyicrseith the foreign firm separated from its
structure. Second, linkages between different itighsscan also not be assessed. As a result, the
limited view of FDI effects on the economy providitde understanding of the mechanisms and
input for policy formulation.

The second widely used approach for establishingplgtuse relationships is the use of

economy-wide input output tables. The use of thabkes overcomes the limitations caused by
using ratios of domestic input. There are two adesitions for the use of input-output tables.
First, they are only available at a relatively aggited level which is typically the two-digit

NACE level. This means that the precision to whsapply-use relationships can be observed is
limited and poses a common limitation to all stsded FDI effects between industry sectors.
Supply and use sectors of the economy are alsone £xtent overlapping as the exchange of
inputs also occurs between firms in the same sedtgoorts and exports of goods are not

included in the calculation.

The second consideration in the use of input-outpbtes relates to the frequency of their
publishing. For Estonia, the currently availablbléa are for the year 2000 and 2005. Hence,
supply and use relationships between sectors aeyslbased on snapshots of the economy but
do not precisely match the relations for each y&his is a common limitation to all studies in
this field. Similar model specifications have beeed in several studies including Aitken and

Harrison (1999) and Javorcik (2004). The valuedlierdata of foreign firms in different sectors
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are lagged by one period as we can expect thatlabons of MNE presence will not materialize

immediately.

3.6. Domestic Firm Entry

Next, we construct a model for domestic firm entryorder to assess whether FDI exerts an
influence on the entry of domestic firms. The reslkean the effect of FDI on domestic market
entry conditions has only been analyzed in a vanytdd number of studies. As a result,

modeling of entry has also not been discussed muthe FDI literature. Hence, we build our

model using those studies at the plant level whighavailable and combining it with literature

from general microeconomic theory.

The standard model of firm entry has remained stest since early studies. The entry decision
is based on the expected returns which can be\athia an industry after entry. The expected
return depends on the sum of incentives and disth@s to market entry. Incentives are the
expected profit and growth of the industry whilsidcentives are various entry barriers faced by
a new entrant. One example of a classic simple &mny model is Orr (1974) using growth of

industry output to proxy incentives to entry. Weainclude industry growth as an explanatory

variable in our model which is described later.

As a result, the difference between studies of fmiry is limited to the elements included in
entry incentives and disincentives and their openatization. The study by Orr (1974) includes
past industry profit rate and rate of output growath incentives while capital requirements,
advertising costs, R&D intensity, risk of failurachindustry concentration are included as entry
barriers. Shapiro (1987) extends the model by #istence of multi-plant firms as an additional
entry barrier. Acs and Audretsch (1989) later adwbm membership of workers as a barrier and

firm innovation rate as a possible compensatiorefdry barriers.

More recent studies also apply models which angcsired in a similar way. Some extensions
include more specific inclusion of costs for finargcand size of the market (e.g. Mata, 1993).
The existing studies on the effects of FDI on ddimndgm development use similar measures.
They typically include sectoral growth rate, indystize, minimum efficient scale of firms and a
foreign investment proxy (Barrios et al 2004; Gargl Strobl, 2002; Gérg and Strobl, 2004).
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Barrios et al (2004) additionally includes the af@ firm while Gorg and Strobl (2004) include
measures of concentration and industry growth k&feeuse a similar model to model firm entry:

Ejt = ﬁoC + ﬁlaRjt_l + ﬁzSIZE]'t_l + ﬁgMESjt_l + ﬁ4CONC]'t_1

+‘85H0RIth_1 + gijt (9)

The entry ratet, is defined as the net number of indigenous firmteremg the NACE two-digit

sector between time t and t+1 divided by the totahber of firms in sector j at time t. The term
BoC is the constant. The remaining independent vaggahte all measured for sector j at time t-1.
The variables are lagged by one period as we expéate lag between the observation of the

sector level characteristics by a potential entsauot the actual entry decision.

The sector growth rat&R;, is measured as the rate of net annual output growthe sector.
The sectoral growth ratéR;, is expected to be positively correlated with domeefgm entry. A
higher sectoral growth rate implies a higher expeqirofit rate for the entrant firm. When the
industry growth rate is higher, the additional dyppy the entrant firm is also less likely to
depress prices in the sector (Orr, 1974b). Theeef@thigher sectoral growth rate may increase
profit expectations of potential entrants and hesftect domestic firm entry rate. The variable
SIZE;; measures the size of the sector as the log dfd@ntployment in the sector. The size of a
market SIZE;, is also expected to be positively correlated vdtimestic firm entry. Larger
market size potentially increases the number ofiipresent in the sector, making incumbents

less likely to retaliate against a new entrant.

The minimum efficient scale of a firMES;, is measured as the log of mean firm employment
size in the sector. The minimum efficient scMEgS;, is included as a measure of the entry
barrier cause by the minimum size of a firm to enféne minimum size required to enter is
expected to influence how many firms may enter itidustry given a specific profit signal
(Mata, 1993). We expect thMES;, is negatively correlated with the entry rate. Agter
minimum scale required increases the cost of esntid creates a greater entry barrier for new

firms.
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The firm concentration in a sect6ONC;, is measured by the mean value for the Lerner index

for each sector. First, the Lerner index is caladafor each manufacturing sector firm. The

Lerner index is calculated by using sales, matar@lts and employment costs for each firm:

sales;ji— material inputs;j; — employment costs;j;

LERNER;;, = (10)
'

sales jt

All values are in deflated Estonian kroon (EEK). The Lerner index for each firm can range
between the values of 0 and 1. The value 0 hence would indicate that a firm has no market
power while a value of 1 indicates absolute market power. We then take the average Lerner
index for each year and sector to model CONC;; . Firm concentration CONCj, is expected to be
negatively correlated with firm entry rate. High concentration is expected to be a deterrent to
entry as incumbent firms are more likely to notice the new entrant and take retaliatory

measures (Shapiro, 1987).

As in our previous model of productivity spillover effects, HORIZ;; again measures the foreign
concentration in a sector as the share of employment in foreign-owned companies relative to
total employment in the sector as shown in equation (5). If foreign concentration in a sector has
a positive impact on domestic firm entry HORIZ;; would be positively correlated with the entry
rate. This would be an indication that foreign entry can serve as a driver of local industrial
development. In case the coefficient is negative this would imply that competition effects
dominate and foreign presence in a sector creates higher entry barriers for domestic

companies.

3.7. Econometric Considerations

Three main econometric challenges need to be asltieThese are the selection bias of firms in
the dataset, the simultaneity bias of firm interragelinputs and the estimation method for the
models described in the previous section. Thessethconomic considerations all relate to the
potential presence of selection bias and unobsdrgetogeneity. Sample selection bias refers to
the non-random selection of firms for foreign inwvesnt. Unobserved heterogeneity refers to
firm-specific characteristics which are not exglicaccounted for through control variables. The

models specified in this section are estimatechapter 5.
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First, we discuss selection bias. The study ism@ky affected by selection bias because of the
selective nature of foreign investment. We can mssthat the companies which are foreign-
owned are not randomly selected but rather foreigastment is disproportionately allocated to
firms which had higher than average performancerkethe acquisition. Hence, if a foreign-
owned firm shows increased output this could eitieefinked to foreign ownership of the firm
or it could show superior performance irrespectdoreign ownership. Not taking this factor
into account would potentially lead to an overeation of the correlation between foreign
ownership and firm productivity. Applying correati® for this bias at the firm level also corrects

it at the industry level as we are still measuimjvidual firm productivity.

Another aspect of selection bias would result fitbm exit of firms in our model. If firms which
are underperforming leave the market they wouldonger be accounted for in our dataset after
the year in which the exit. This is a potential reeuof attrition bias in the data. In theory, this
result could go either way as the firm exiting tharket could be domestically owned or foreign
owned. However, we expect a selection bias towbetier performing firms in the selection of
firms with a foreign stake as described above. Assalt, it is more likely that a firm exiting the
market would be domestically owned. Hence, not awcting for this effect would potentially
bias the estimation of foreign investment effectfiom productivity upwards. However, using
our dataset we can assume that this second adpseleotion bias is to some extent accounted
for by using unbalanced panel data for the com@stenian manufacturing sector. We do not
have to exclude firms from the analysis if they ao¢ present throughout the complete time

period observed, thereby accounting for entry aditod firms.

The Heckman two-stage procedure by Heckman (1%/8pplied to counter the selection bias
through non-random assignment of foreign ownerships approach has been widely used in
this field for studies which account for selectibias (e.g. Damijan et al 2003; Damijan et al
2008; Djankov and Hoekman, 2000; Haskel et al 200B¢ Heckman procedure allows us to
estimate the magnitude of potential selection bagained in the data. This is achieved through
estimating the likelihood of a firm being selected foreign direct investment. In the first stage
of the Heckman procedure we calculate the proligbihat the characteristics of a firm

determine whether it is selected for foreign diiegestment. The probit model used is similar in

form to the ones used in Damijan et al (2003; 2008) estimate the following probit model:
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Pr(FDIyy = 1|X; t1) = ®(Xierppr=1 # Xit1ppi=o0) (10)

The variableFDI takes the value 1 if a firm has foreign ownershi O if it is domestically
owned. The lette® is the cumulative normal distribution function. Vilssume that the error
terms are independent and identically distribuéte error terms and are also expected to be
normally distributed. The variable&X is a vector of firm and industry-specific charaistecs
which are expected to influence the selection toeifjn ownership. All variables oX are
measured identically to their previous specificatwith the equation number given in brackets.
The firm-specific characteristics we include arenfsize (see eq. 9), capital intensity (eq. 1) and
total factor productivity (eq. 1) and the indusspecific characteristic foreign concentration (eq.

5). All measurements are for the first year in oservation time period (t=1).

The variables used of the probit estimation dowasy much between different studies and the
variables we use follow these conventions. Firne,stapital intensity and different productivity
measures are used widely (Sinani and Meyer, 20@4tér, 2004; Damijan et al 2003; Damijan
et al 2008). Industry size and foreign concentratice employed by Damijan et al (2003; 2008).
Other variables used are industry affiliation (Sinand Meyer, 2004) and export propensity
(Vahter, 2004; Damijan and Knell 2005). Includingese variables is unlikely to increase the
precision of our estimation of the non-hazard riteluding a sector code for industry affiliation
will likely only have an effect on foreign ownerphithrough other industry-specific
characteristics such as foreign concentration wiidhcluded in our variables. The inclusion of
export propensity is more relevant in studies wisittldy the effect of foreign ownership on firm

exports.

The results of the probit model described abovebmareferred to as the mills ratio or the non-
hazard rate of a firm. The non-hazard rate is ¢aied for each firm and is a measure of the
probability that a firm has foreign ownership. A tresults are based on a probit model, the
values for the non-hazard rate range from O to higher value indicates a higher probability
that a firm has foreign ownership. The non-hazatd can now be used as an additional variable
in the random effects estimation. This effectivelyunters the self-selection bias of foreign
ownership arising from the fact that foreign owhgrsis not randomly assigned to firms in our

dataset.
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The following second economic consideration is $heultaneity problem of inputs. This is a
common problem in productivity estimation. The protlvity of a firm is determined by the
inputs of production. In our model, these are messsaf labour, capital and material inputs. The
simultaneity problem arises because a firm determiiis output at least to some extent
simultaneously with its input use. This simultapeiauses an endogeneity problem, meaning
that firm output (the dependent variable) is caed with the error term in case of economic
shocks. In the case of a positive economic shogkpft-maximizing firm will increase both its
output and its input demand simultaneously as aticega The reverse is true for negative

economic shocks.

As the level of input use is endogenously deterchimge the firm it can only be observed within
the firm and not by the data available to econ@ni$his problem was first formalized by
Marschak and Andrews (1944). As a result, ordinkgst squares and random effects
estimations would be biased upwards (Yasar etGil8R Arnold (2005) suggests estimating a
fixed effects model. This however requires makihg assumption that the unobserved firm-
specific estimation errors due to endogeneity, &l @&s, the growth rate of total factor
productivity are constant throughout the time perstudied. However, from the theory expect
total factor productivity to change in reaction EDI presence and cannot assume that
unobserved firm-specific errors due to endogererigéyconstant. In consequence, results of fixed

effects estimation as suggested by Arnold (2005)ikely to be biased.

Two different methods are used to counter the gamelty bias. Several studies (e.g. Javorcik,
2004; Javorcik and Spatareanu, 2005) employ thienigee developed by Olley and Pakes
(1996). Olley and Pakes use investment to contmoluhobserved firm-specific differences in
productivity. We employ the Levinsohn Petrin methauaich is based on the standard Olley and
Pakes approach but extends it. In contrast to GQiley Pakes, it is used in more recent studies
(e.g. Girma et al, 2008) and uses intermediatetinpu control for unobserved firm-specific

differences.

The Levinsohn Petrin has two main advantages cagdpiar Olley Pakes. First, using data on
intermediate inputs allows us to retain many olatsas in our dataset which would have been

discarded because of missing data on investmemn8e we can assume that the use of
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intermediate inputs is more directly connecteddon®mic shocks than investment decisions are.
When an economic shock occurs, the cost of adjugtfoeintermediate input use is likely to be
lower than the cost of adjusting investments arkeisce done faster. As a result, the Levinsohn

Petrin method provides a less “lumpy” measure efithpact of economic shocks.

The Levinsohn Petrin estimator overcomes the sameity bias by separating the error term into
two different components which are denoigdandn,. Latter term is the randomly distributed
error and therefore not correlated with firm outpthe termw, however is correlated with firm
output as it is the part of the error term whicldige to decisions made by the firm to adjust its
intermediate input use to econometric shocks. Téansohn Petrin makes it possible to define

w; as a function of capital inputs, and material inputsz,:

we = we(ke,me) (11)

The main assumption underlying this modeling ist tha is monotonically increasing. A
decrease in the price of intermediates is expetquoportionally increase their use while the
reverse is true for an increase in prices. Thanisissumption that we can reasonably make. The

Levinsohn Petrin method is discussed in more detadievinsohn and Petrin (2003).

Other approaches applied to counter the simultaneis are the generalized method of
moments (GMM; e.g. Bwalya 2006) and instrumentalaldes (e.g. Vahter, 2010). However,
these alternative approaches are also not fremiiing assumptions about the data. Rather, each
of them imposes partially very specific requirenseah data and limitations in interpretability
(see Ackerberg et al, 2006). As our dataset comtaiformation on intermediate inputs and

hence allows use of the Levinsohn Petrin methad istour preferred option.

This leads to our third econometric consideratitwe, choice of estimation method. The main
distinction is whether fixed effects or random effeestimation should be used. Generally,
random effects would be preferable as it rendersoee efficient estimation and the loss of
degrees of freedom of fixed effects is avoided. Esv, random effects estimation is only
appropriate if we can assume that the error temmsaamdom across the units of observations (in

our case the single firms in our dataset). In usarglom effects, we assume that all systematic
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disturbances are included in the independent asabnd the remaining error term is fully

random.

This is a strong assumption to make. Certainlyretla@e situations in which it this assumption is
valid. The classic case is a small random sampliaed¥iduals drawn from a large population
and precautions taken to make it representativétg@ia 2005). However in our case of using
firm data for all sectors of the Estonian manufanowindustry there is some reason to doubt this
assumption. The firms show great discrepanciekeir tharacteristics ranging from size to use
of inputs. This is a result of the diversity infdifent firms due to the broad range of firms from
different sectors included in the study. Firm odtpuay hence also be influenced by firm-
specific factors which are not observed in our nhod@lkis is an indication that a fixed effects
model would be preferable in order to control foede firm-specific effects. The required
assumption is that unobserved firm-specific effents constant over the complete time period.
As we study only a relatively short time period nfrol998 to 2004, this is a reasonable

assumption to make.

Despite the significant advantage of controllingffon-specific characteristics, there however is
one important caveat to the sole use of fixed &festimation. This is the extent to which fixed
and random effects estimations make use of the idatur dataset. While random effects
accounts for changes in variable parameters bothirwiand between units, fixed effects

estimation only assesses variations within eachispenit in our dataset.

Applied to our dataset, this means that fixed éffezstimation only makes use of variable
parameters which change for an individual firm dgrihe time period. If a variable parameter is
constant, this information is not used for the dixefects estimation results. In the context of thi
study, the implications are most important for teriable FDI;;, which measures foreign
ownership. The fixed effects estimation resultsyanklude those firms for which ownership
changes at least once during the study period. aAhié results are valid, much of the data
remains unused. Hence, there are significant reastwy both random effects and fixed effects
estimations should be included in the study. Thssimbe threat of unobserved firm-specific
characteristics affecting the random effects egtonacan be reduced by the inclusion of control

variables for year and industry sector in the estiom (see for instance Vahter, 2004).
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4. Data and Descriptive Statistics

The data used in our study is discussed in ther afde general structure of the study. First, we
discuss the firm-level data used for the empiraggllication on the direct and indirect effects of
FDI. Then, we go on to discuss the sector-leveh aatich is used in the second part of the
empirical application, the pecuniary effects of FOhe link between the two parts of the
empirical application is created by the discussibthe linkage variables. These are measured at
the sectoral level and used in both the firm-leared sectoral-level models.

The firm-level data used in this study is basedrs company balance sheets in the Estonian
business register. The study period is the timeéogeirom 1998 to 2004. The initial dataset
contains data for all firms in the Estonian mantifeng industry. As this data naturally reflects
the entry and exit of firms, it is an unbalancedglalataset. The dataset contains information on
total sales, intermediate inputs use, fixed as$etsign ownership, number of employees, and
NACE two-digit industry classification for eachrfirand each year. Each value can be linked to

the specific firm.

The manufacturing industry is defined accordingtie NACE classification of firms in its
revision 1.1. All firms from sector 15 to 37 arelided in the dataset (see table 3). NACE is the
statistical classification of economic activities the European Community. The NACE
classification is directly comparable to the UnitBiétions International Standard Industrial
Classification of All Economic Activities (ISIC) @mational classifications within the European

Union, such as the Estonian EMTAK classification.

The total number of firms in the Estonian manufantyindustry for the time period studies is
10,357 firms, representing 33,961 unique obsermatidn three NACE sectors there are only
domestic firms operating, hence these sectors xgkided from the study. In sector 23 this
concerns 13 observations, in sector 27 these ambdérvations, and in sector 30 these are 60
observations. Hence, a total of 118 observatiomsnsved. Sector 16 (tobacco products) is not
included in the study as there are no firms aaeliive in this sector in Estonia during the period
studied.

From the remaining dataset of 33,843 observatimesneed to remove those observations for

which productivity cannot be observed as the reledata values are missing. We require data
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for output, fixed assets, number of employees aatenal inputs in order to assess total factor
productivity (TFP) using the Levinsohn Petrin meth&urther use of the term productivity in
this chapter refers to TFP calculated accordintdpéoLevinsohn Petrin method. There are 15,734
observations for which productivity cannot be cited because required data is missing in the
dataset. These observations are dropped, therebting a panel dataset of 18,109 observations
for the years 1998-2004.

There are clearly extreme outliers in the datagqasd 4 shows. The mean productivity is 199.61,
while some of the observations record a produgtivitgher than 10,000. Clearly, these

observations represent special cases of firmsrorsein the data. In the case of sector 32, it is
likely that the outliers represent Elcoteq, an ttedcs manufacturer for which the dataset
records very high output but near-zero materialiispWe remove the outliers from the dataset
by removing the lowest and highest one per cenbbsfervations based on the productivity
measured. 724 observations are removed from tlaselatthereby creating the final dataset of
17,385 observations shown in figure 5. The totahber of observations of unique firms is

5,178. As this is an unbalanced panel, the exawobeu of firms varies between 1,624 and 3,087
(see table 1).

Figure4: Firm productivity by industry sector beforeremoval of outliers
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Figure5: Firm productivity by industry sector after removal of outliers
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Table 1: Number of firms in the dataset

Year Number of firms
1998 1624
1999 1884
2000 2455
2001 2576
2002 2818
2003 2941
2004 3087

The number of dropped observations is typical fadies in this field due to the comparatively
high data requirements. The number of dropped wh8ens equals 48.7 per cent of total
observations, which is comparable for instance itkeld and Harrison (1999) with 37.8 per cent
dropped observations. Table 2 gives the summatiststa for the variables used in the study

while an overview of the firm data is given in @l3.
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Table 2: Summary statistics of firm-level variables and linkage variables
Number of | Mean Standard
observations Deviation

Iny 17385 14.732 1.754

In K 17385 12.760 2.156

InL 17385 2.778 1.331

In M 17385 13.976 2.000

HORIZ 17385 0.267 0.177

BACKW 17385 0.269 0.121

FORWD 17385 0.503 0.267

Table 3: Number of firms, ownership and foreign concentration per industry sector

Manufacturing sector NACE 1.1 | Ownership and Foreign

sector code | Number of Firms* concentration**

Domestic | Foreign Firms Share of
firms firms Total employees

Food products, beverages and
tobacco 15 537 46 562 0.17
Textiles 17 185 42 221 0.67
Wearing apparel; dressing and
dyeing of fur 18 367 50 404 0.20
Tanning and dressing of leather;
manufacture of luggage, handbags,
saddlery, harness and footwear 19 48 17 60 0.21
Wood and of products of wood and
cork, except furniture; articles of
straw and plaiting materials 20 1049 74 1104 0.11
Pulp, paper and paper products 21 48 12 59 0.76
Publishing, printing and reproduction
of recorded media 22 434 38 462 0.13
Chemicals and chemical products 24 96 17 110 0.46
Rubber and plastic products 25 153 40 187 0.26
Other non-metallic mineral products 26 161 34 187 0.50
Fabricated metal products, except
machinery and equipment 28 692 78 755 0.29
Machinery and equipment 29 235 58 284 0.25
Electrical machinery and apparatus 31 89 25 111 0.44
Radio, television and communication
equipment and apparatus 32 72 28 96 0.76
Medical, precision and optical
instruments, watches and clocks 33 143 21 163 0.35
Motor vehicles, trailers and semi-
trailers 34 32 8 36 0.04
Other transport equipment 35 88 11 98 0.28
Furniture; manufacturing 36 507 73 560 0.34
Recycling 37 35 1 36 0.13
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Manufacturing industry total | allsectors | 4971 | 673 | 5495 | 0.26

* Number of firms given as total numbers of unique firms for 1998-2004. 317 firms included in domestic
and foreign columns because of ownership change in study period.

**Foreign concentration measured as share of employees in foreign firms as share of total sector
employment, average for 1998-2004

Source: own calculations based on Estonian business register

The data shows that the number of firms variesifstgmtly between industry sectors. The
highest number of firms is recorded in sector 206d@vand wood products) with 1,104 firms in
the dataset. The lowest number of firms is in ge8f (recycling). Of the overall number of
5,495 firms in table 3, 673 have majority foreignn@rship. This equals 12.25 per cent of the
total number of firms. Foreign concentration meaduas the share of employment in foreign-

owned companies is 32 per cent of total manufaafundustry employment.

Figure 6: Foreign concentration across industry sectors
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The data shows that there are great differencder@ign concentration across different industries.
figure 6 we see that the highest foreign concentrds found in the radio and television equipm@t
per cent, sector 32) with an equal value in theepgpoducts sector (76 per cent, sector 21). Bethtoss
have relatively few enterprises with 59 firms inppa products and 96 firms in radio and television
equipment. The textile sector has high foreign eotr@tion averaging 76 per cent. The by far lowest
foreign concentration is recorded for sector 34tmeehicles) with 4 per cent. Four other sectans e
classified as having a low share of employmentaireifjn firms below 20 per cent. These are food
products (sector 15), wood and wood products (sexiyy publishing (sector 22) and recycling (sector
37). All remaining sectors have medium concentratiof foreign direct investment ranging from 20 per

cent to 50 per cent of employment share.
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Next, we assess the detailed firm level data comgdoreign and domestic firms per sector and dler

whole industry. A detailed overview of average pratikity, employment and output of foreign and

domestic firms is given in table 4. For the wholanmuafacturing sector, foreign firms on average have

higher total factor productivity (TFP), a highernmoer of employees and higher output. However, the

difference is less significant in TFP than in odtand number of employees. The domestic firm awerag

TFP is 81 per cent of that of foreign firms whihéstvalue is 19 per cent for output. In contrastndstic

firms are on average only 29 per cent of the sizdoreign firms. This means that in the overall

manufacturing industry, foreign firms have highesquctivity but are disproportionately greatereénns

of employment size and output produced.

Table 4: Firm-level characteristics of domestic and foreign firms across sectors*

Sector Total factor productivity** Number of employees Output***
Domestic | Foreign | Ratio**** | Domestic | Foreign | Ratio**** | Domestic | Foreign | Ratio****
firms firms firms firms firms firms

15 85.72 | 114.27 0.75 30.18 78.69 0.38 14.6 123.0 0.12
17 96.24 110.8 0.87 27.55 | 242.55 0.11 10.3 89.7 0.11
18 118.81 | 147.14 0.81 34.88 52.72 0.66 6.4 10.2 0.62
19 96.94 98.52 0.98 42.59 29.56 1.44 6.4 7.5 0.86
20 86.48 | 102.79 0.84 17.24 29.46 0.59 8.4 19.7 0.43
21 97.37 | 123.14 0.79 14.01 | 134.79 0.10 5.7 111.0 0.05
22 113.58 132.4 0.86 13.55 25.00 0.54 5.5 12.6 0.43
24 109.20 | 148.07 0.74 2496 | 102.44 0.24 19.0 121.0 0.16
25 111.53 118.1 0.94 22.63 26.18 0.86 14.2 29.5 0.48
26 98.74 | 124.35 0.79 16.28 77.08 0.21 7.1 76.5 0.09
28 101.42 | 125.92 0.81 17.06 65.49 0.26 6.9 43.2 0.16
29 101.73 | 120.04 0.85 22.44 27.95 0.80 7.3 20.0 0.37
31 106.47 | 120.96 0.88 22.24 | 112.73 0.20 9.7 53.2 0.18
32 109.19 | 147.32 0.74 14.76 | 171.16 0.09 4.9 56.1 0.09
33 116.99 | 125.26 0.93 14.30 44.23 0.32 5.0 52.2 0.10
34 96.48 | 114.15 0.85 44.86 17.27 2.60 20.7 12.9 1.60
35 106.04 | 138.96 0.76 17.56 | 119.52 0.15 5.9 65.9 0.09
36 89.98 | 104.62 0.86 21.32 72.94 0.29 7.2 39.8 0.18
37 115.18 | 175.81 0.66 11.27 24.17 0.47 14.2 21.6 0.66
Industry 98.78 | 121.91 0.81 21.51 73.60 0.29 8.6 46.4 0.19

* All data as averages for 1998-2004
**Calculated according to Levinsohn Petrin method using logarithms of employment, output, fixed assets and
material inputs based on deflated financial data
***Qutput in million Estonian kroon (EEK), deflated
****Ratio: Domestic firm parameter value / Foreign firm parameter value (foreign firm mean is 1.00)
Source: own calculations based on Estonian business register
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We are primarily interested in productivity diffeces between domestic and foreign firms.
Figure 7 displays a comparison of the TFP of botmestic and foreign firms. Average
productivity of foreign firms is higher in all indtry sectors but there are differences in the size
of the productivity gap to average value for doneeBtms. In three sectors, average domestic
firm productivity is more than 90 per cent of aggdoreign firm productivity. These are the
sectors of leather manufacture (sector 19), rupbeducts (sector 25) and medical and optical
instruments (sector 33). The productivity gap igipalarly large in sector 37 (recycling), where
domestic firms show only 66 per cent of foreigmfiproductivity on average.

Figure 7: Productivity domestic and foreign-owned firms across

industry sectors compared
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Next, we discuss the data related to the measuteshemdirect effects of FDI. To measure the
indirect effects of FDI we employ linkage variables horizontal linkages, backward linkages
and forward linkages. Horizontal linkages are measgwvith the variable HORIZ, backward
linkages with the variable BACKW and forward linkesg with the variable FORWD. All
linkages variables are measured for each sectoreanld year according to the methodology

described in chapter 3.

We first give the statistical summary of the linkagriables for each year at the industry level in
table 4. Then, table 5 presents averages of tlkada variables for each sector over the time
period studied. All linkage variables have beerualted based on the Estonian business register

data in our dataset. Supply and use relationstepsden different sectors were established using

51



the year 2000 input-output table at the NACE twgitdlevel obtained from the Estonian
statistical office. This table is used throughdw study as input-output tables are not available
for more specific time intervals. Through the irsn of the measure of foreign concentration
for each year and sector, it is however possiblepoesent supply and use relationships between

sectors taking foreign firm concentration into ao

Table 5: Summary statistics for spillover variables
HORIZ BACKW FORWD

Year Number of Mean Standard Mean Standard Mean Standard

sectors Deviation Deviation Deviation
1998 19 0.235 0.146 0.274 0.117 0.381 0.172
1999 19 0.267 0.189 0.300 0.137 0.517 0.237
2000 19 0.236 0.161 0.238 0.097 0.527 0.292
2001 19 0.298 0.211 0.222 0.089 0.527 0.302
2002 19 0.278 0.183 0.291 0.133 0.534 0.294
2003 19 0.269 0.173 0.294 0.124 0.489 0.222
2004 19 0.276 0.163

The summary statistics of the linkage variablesaskeveral patterns. All three linkage variables
however show strong fluctuations in their valuesrotime. No variable clearly exhibits a
specific development over time. Trends in the \#Heis can however be distinguished. The
horizontal variable overall increases its mean eauer time, albeit this trend is not constant.
This is an indication that foreign concentrationtie manufacturing industry sectors has on
average increased. The values of the backwarddekariable are relatively lower in the middle
years of the study period. This is an indicaticat firms have decreased their use of intermediate
inputs produced by foreign firms in these yearse Thean values of the forward linkage
variables are relatively constant over time witl éxception of the first year of the study period.
As backward and forward linkage variables are ws®yg as lagged variables by one year, values

for the last study period are not required for éhesriables.

Table 6: Coefficients for linkage variables per industry sector (overall mean 1998-2004)
Sector Linkage coefficients
Horizontal (HORIZ) | Backward (BACKW) | Forward (FORWD)
15 0.1707 0.2547 0.9900
17 0.6573 0.3907 0.3141
18 0.2046 0.4177 0.5525
19 0.2002 0.2979 0.1107
20 0.1075 0.1695 0.7008
21 0.7437 0.3436 0.0310
22 0.1306 0.1495 0.3771
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24 0.4700 0.3561 0.1951
25 0.2585 0.3823 0.2672
26 0.5005 0.4437 0.2628
28 0.3007 0.3026 0.3693
29 0.2397 0.3472 0.2811
31 0.4397 0.5690 0.3187
32 0.7626 0.0000 0.0000
33 0.3364 0.1816 0.3489
34 0.0408 0.4318 0.0498
35 0.2735 0.3401 0.3998
36 0.3366 0.2199 0.4888
37 0.1387 0.1028 0.0049
Industry 0.2672 0.3000 0.3191
Source: own calculations based on Estonian business register and Statistics Estonia
year 2000 input-output table

The forward and backward linkage coefficients aspldyed in figure 8. Horizontal linkages are
not discussed as their calculation is identicaht® measures of foreign concentration discussed
earlier. The sectors vary considerably in theieekbf both forward and backward linkages. The
variation between sectors is somewhat larger fowded linkages as seen in the higher standard
deviation of the forward linkage coefficient (sedble 5). The highest value for the backward
linkage coefficient is found in sector 31 (eledtienachinery). This indicates that this sector
sources a comparatively high share of its interatedinputs from sectors in which foreign
concentration is high. The by far largest valueftoward linkages is found in sector 15. This
value has been checked for possible miscalculatiotise data. The high forward linkage value
is however simply the cumulative result of the canapively high share of sector output sold to

sectors with high foreign concentration.

It should also be noted that both forward and backWwinkage coefficients are nil for sector 32
(communications equipment) and the forward linkegefficient is nil for sector 37 (recycling).

For both sectors, this would imply that none of seetor output is sold to sectors with foreign
concentration while for sector 32 additionally narfethe intermediate inputs are bought from
sectors with a foreign share. These sectors demad@st limitation of studying the forward and
backward linkages in the manufacturing industryyomhile assuming no trade. For sectors 32
and 37, it is likely that supply and use relatians primarily with sectors outside manufacturing

(such as services) or conducted on the interndtienal. For the study as a whole this does
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however not pose a threat. Possible distortionsldvoualy affect the measurement of indirect
effects of FDI while the remaining parts of thedsticoncerning direct effects and pecuniary
externalities are not affected. Also, the effectlom assessment of indirect effects is likely to be

very small as both sectors are among the smatigkeimanufacturing industry.

Figure 8: Backward and forward linkage coefficients
per sector

B BACKW FORWD

Next, we discuss the sectoral-level data collected for the second part of the empirical
application. We use this sectoral-level data for the model of domestic firm entry in each
manufacturing sector. As in the first part of the empirical application, our data is for the
Estonian manufacturing industry. Due to data requirements, the study period is modified to the
period 1999-2004. We conduct a sector-level analysis of the 19 manufacturing sectors as our
units of observation. The definition and selection of sectors remains unchanged from their
previous use. The data source also remains the same as the sectoral-level data is also based on
Estonian business register. Table 7 presents the statistical summary of the units used in the
sectoral-level study. There is a total of 114 observations for all variables based on 19 industry

sectors with measurements taken for each of the six years.

Table 7: Summary Statistics of sectoral-level variables
Number of Mean Standard
observations Deviation

E 114 0.065 0.099
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GR 114 0.129 0.308
In SIZE 114 7.755 1.087
In MES 114 12.472 3.257
CONC 114 0.166 0.060
HORIZ 114 0.332 0.235

Table 8 gives an overview of the domestic firm gmétes for each sector and each year. There
are strong fluctuations between entry rates indifferent years which can be explained by the
detail of the study level and hence the small sesitte. Overall, entry rates are comparatively
higher in the first half of the period studied beem 1998 and 2000 and decrease in the second
half. In the second half, the net effect on the bemof domestic firms is negative for many
sectors particularly in 2002. Domestic firm entayas vary considerably between sectors. The
highest average entry rates are observed in s&ldirecycling), 25 (plastic products), 28 (metal
products) and 34 (motor vehicles). In sectors &2nfounication equipment), 15 (food products)

and 19 (leather manufacture) the average grow¢hawr the study period is close to zero.

Table 8: Domestic firm entry rates across manufacturing industry sectors

Sector Year
1998 1999 2000 2001 2002 2003 Sector
Average
15 0.11 0.11 -0.03 -0.02 -0.05 -0.04 0.01
17 0.04 0.09 0.04 0.00 0.00 0.06 0.04
18 0.06 0.07 0.02 -0.01 0.02 0.00 0.03
19 0.03 -0.03 0.05 0.04 -0.01 -0.01 0.01
20 0.10 0.08 0.04 0.07 0.05 0.07 0.07
21 -0.02 0.18 0.02 0.00 0.21 -0.04 0.06
22 0.13 0.09 -0.01 0.05 -0.02 0.07 0.05
24 0.09 0.02 0.06 0.05 0.00 0.03 0.04
25 0.17 0.06 0.21 0.10 -0.01 0.10 0.11
26 0.01 0.19 -0.02 0.08 -0.02 0.07 0.05
28 0.26 0.08 0.08 0.02 0.04 0.15 0.11
29 0.07 0.03 0.05 0.06 0.06 0.12 0.07
31 0.22 -0.01 0.13 0.15 -0.06 0.02 0.08
32 -0.08 -0.20 0.06 0.08 -0.05 0.07 -0.02
33 0.06 0.19 0.14 0.08 0.09 -0.01 0.09
34 0.29 0.07 0.23 -0.03 -0.08 0.18 0.11
35 0.07 0.16 0.12 0.12 0.04 0.11 0.10
36 0.10 0.13 0.03 0.11 0.03 0.07 0.08
37 0.67 0.24 0.23 -0.09 -0.03 0.00 0.17
Year
Average 0.13 0.08 0.08 0.05 0.01 0.05
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| Source: own calculations based on Estonian business register

5. Estimation Results

The presentation of the estimation results is édithto two parts. In chapter 5.1. we estimate
the models related to direct and indirect effe€tS@l including the estimation of the Heckman
selection model. In chapter 5.2. we then estimfseadsults for our model on domestic firm

entry in order to assess the evidence for pecusigigrnalities of FDI.

5.1. Estimation resultsfor productivity effects

We first estimate the probit model for the Hecknban-stage procedure in order to control for
selection bias in foreign ownership. The possibkedt of selection bias arises from the non-
random assignment of foreign ownership to firman#ty be the case that foreign ownership is
disproportionately allocated to better-performiimgns. The discussion of selection bias and the
Heckman procedure along with the specificationstia probit model to be estimated are
discussed in detail in chapter 3. The resultsregthifrom the probit model allow us to calculate
the non-hazard rate (inverse Mills ratio) for edoin which can then be included in the

productivity estimations.

Table 9: Estimation of the Heckman probit model
Dependent variable: Foreign ownership

Variable Random effects model
Coefficent Std. Error p-value
InL .1559227 .014088 0.000
In K .1147329 .0088954 0.000
TFP (LP) .0053565 .0002749 0.000
HORIZ .944881 .070233 0.000
constant -3.929439 .1036268 0.000

Source: own calculations based on panel dataset

The parameters used to estimate the probit modeharlog of firm size, the log of fixed assets,
and total factor productivity of each firm. Addially, foreign concentration is added as a
industry-specific characteristic. The estimatiosh®wn in table 9. The estimated parameters for
each firm are then used to create the inverse kitls, or the non-hazard rate for each firm. The

use of these combined values as an additional blarimm the direct and indirect effects
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regression however does not produce reliable westite effect of the calculated inverse Mills
ratio on the estimation is on a scale which dodsatlow conclusions about the other variables
studied. We interpret this as an indicator thahificant selection bias in present in the data.
Hence, we do not include the inverse Mills rati@ur estimations in the following sub-chapters.
This implies that the random effects estimationghese models need to be treated carefully as
they are likely to be influenced by selection biasome extent. This does not mean that they
cannot be used for analysis, however this cavesdsi® be taken into account when interpreting

random effects estimation results.

5.1.1. Direct effects of FDI

To assess the evidence for direct effects of FDIrwe fixed- and random effects for all
manufacturing sectors in the first step. We esenatal factor productivity calculated according
to the Levinsohn Petrin method as discussed intehgh4 . There are a few differences
between the random and fixed effects estimatiomstdihe economic consideration discussed in
chapter 3.7 . The random effects estimation ingdutlemmy variables for both sector and year-
specific effects. In the fixed effects estimatitilese dummy variables are not included as the
fixed effects estimation only compares one unitobServation (one firm) to the same firm.
Hence, sector- and year-specific terms do not rieelde explicitly controlled for. Table 9

presents the results of our estimation for all nfiacturing sectors.

Table 10: Regression results for direct effects of FDI, manufacturing industry level
Study period: 1998-2004 Dependent variable: total factor productivity (Levinsohn Petrin estimation)
Variable Random effects model Fixed effects model
Coefficent | Std. Error* p-value Coefficent Std. Error* p-value
In K 5.633 0.405 0.000 6.165 0.598 0.000
InL -2.981 0.856 0.000 -6.887 1.315 0.000
InM -6.006 0.669 0.000 -8.036 0.981 0.000
FDI 17.944 1.819 0.000 5.502 2.692 0.041
constant | -3331.871 325.054 0.000 150.257 12.042 0.000
Sector dummy | included
Year dummy | included
Hausman test Prob>chi2 = 0.0000
*robust standard errors
Source: own calculations based on panel dataset
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Table 9 presents both the random and fixed efi@gression results. In our discussion of fixed
and random effects estimation we state that fixiéects estimation is likely to be preferable
when there is a large enough number of observationthis case, the disadvantage of fixed
effects estimation of using less of the informatmmtained in the data does not play such an
important role. As we are analyzing the complettasket for the manufacturing sector in this
estimation, the number of observations is cleatgé enough for fixed effects to be preferable.
This reasoning is further corroborated by a Hausteahresulting in a p-value of 0.0000. This
indicates that the null hypothesis that randomot$feegression is more suitable can be rejected

and fixed effects estimation should be used.

For the estimation of direct effects in the completanufacturing industry, fixed and random
effects results do however not differ to a largeéeek Both show that foreign ownership
correlates with higher total factor productivity sompanies. There is some difference in
significance however, as the FDI dummy variablenly significant at the five percent level in
the fixed effects estimation while it is signifid¢aat the one per cent level in the random effects
model. This may however be related at least to sextent to selection bias and the fixed effects
model is preferred. Hence, as a result of the esiom of direct effects of FDI we see that a
correlation between foreign ownership and totaldiaproductivity of firms in the manufacturing
industry can be observed. This finding is in linghwprevious research both in the CEE and

worldwide in studies of the correlation between DY productivity.

Next, we continue with the estimations for indivaédiusectors. Due to the small number of
observations in some of the sectors, fixed effestsnation would likely be biased. Due to small
sector size, for a significant share of sectortaléd fixed effects estimations could not be
calculated. Hence, a random effects model is usedhe individual sector estimations. A

summary of the estimation results for the FDI Malgais found in table 11.

Table 11: Regression results for direct effects of FDI, sector level

Study period: 1998-2004
Dependent variable: total factor productivity (Levinsohn Petrin estimation)

Sector Variable Random effects model
Coefficent Std. Error* p-value
15 FDI 10.35776 4.86852 0.033**
17 FDI 15.22494 7.624346 0.046**
18 FDI 23.33496 6.228721 0.000***
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19 FDI 14.96608 8.391493 0.075*
20 FDI 9.371294 3.643389 0.010***
21 FDI 19.46034 8.584582 0.023**
22 FDI 13.42573 5.8511 0.022**
24 FDI 26.19725 7.635277 0.001***
25 FDI 10.38529 6.377401 0.103
26 FDI 17.60595 5.353733 0.001***
28 FDI 24.864 5.488746 0.000***
29 FDI 11.94521 4.474511 0.008***
31 FDI 8.199618 13.02732 0.529
32 FDI 13.84133 12.42766 0.265
33 FDI 20.80508 15.88509 0.190
34 FDI 9.132556 6.336951 0.150
35 FDI 42.68577 15.79011 0.007***
36 FDI 11.84778 3.202615 0.000***
37 FDI 31.99649 17.44806 0.067*
*E* [¥* [* significant at 1/5/10 per cent level
*robust standard errors
Source: own calculations based on panel dataset

The possibility that the results of the random effects estimation contain some degree of selection bias
needs to be kept in mind for their interpretatidhe extent of effect may be overestimated to a
differing degree in different sectors. However, gites this fact the sector results still yield
information about the sectors in which direct eféeaf FDI are more likely to play a greater role.
This is particularly the case as the sectors inclwta significant correlation between foreign
ownership and total factor productivity of firms frsund are mostly significant at the one per

cent level. In a total of eight sectors this is tase.

While these eight sectors are quite diverse, tvazifip clusters can be identified. The first one is
a knowledge and technology intensive cluster aroumathinery, metal products, mineral
products and chemicals. These are sectors 24 and 28. The second cluster is interestingly
related to wood processing, namely the wood satdelf (sector 20) and the furniture sector
(sector 36). Both are sectors with a relativelyhhagimber of firms in which foreign owned tend
to firm significantly larger than domestic firms t® descriptive data in chapter 4 shows. This
fits our observation on productivity. It is likelthat the larger foreign firms have greater
economies of scale and that they are able to ingakeinnovative changes more effectively than
their small domestic counterparts. This may cause high correlation between FDI and

productivity in these sectors.
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As a result, we can state that there is a corogldietween foreign ownership and productivity at
the firm level in the manufacturing industry. Thssan indication that direct effects (own firm)
indeed may cause higher productivity in foreign-edrirms. However, this evidence for these
effects is clearly not evenly strong across diffiérgectors. Rather, some sectors seem to profit

more from a possible direct effect than others.

5.1.2. Indirect effects of FDI

Next, we estimate the regressions relating to ldeect effects of FDI on productivity. Hence,

we include the linkage variables for horizontalgchward and forward linkages in our model as
discussed in chapter 3.5.. All linkage variables ased in lagged form by one period. This
regression is also estimated first for the comptede@ufacturing industry and then for individual

sectors. Table 12 shows the estimation resultthiocomplete manufacturing industry and table

13 shows estimation results for the individual sexct

Table 12: Regression results for indirect effects of FDI, manufacturing industry level
Study period: 1999-2004
Dependent variable: total factor productivity (Levinsohn Petrin estimation)
Variable Random effects model Fixed effects model
Coefficent Std. Error* p-value Coefficent Std. Error* p-value
In K 6.135 0.449 0.000 5.190 0.710 0.000
InL -2.592 0.939 0.006 -6.920 1.547 0.000
InM -5.927 0.741 0.000 -9.738 1.182 0.000
HORIZ 1.069 3.571 0.765 8.638 4.864 0.076
BACKW 21.044 4.745 0.000 -11.927 6.366 0.061
FORWD -18.700 2.076 0.000 14.967 2.975 0.000
constant -4051.129 491.606 0.000 180.024 15.199 0.000
Sector
dummy included
Year
dummy included
Hausman | Prob>chi2 = 0.0000
test
*robust standard errors
Source: own calculations based on panel dataset

In the estimation of indirect effects of FDI, the results of the fixed effects and random effects

estimation differ significantly from each other. Based on the dataset used and the result of a
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Hausman test, the fixed effects model is preferable. The fixed effects estimation shows that
horizontal, backward and forward linkage variables all have a statistically significant correlation
with firm total factor productivity. This effects is most significant for the forward linkage
variable. It is in an indication that firms which sell a greater share of their output to sectors with
higher foreign concentration are expected to have higher total factor productivity. The next
finding is that backward linkages are statistically significant but negative. This is an indication
that receiving a higher share of output from foreign firms is correlated with lower total factor
productivity in the receiving firm. The third finding concerning indirect effects is that horizontal
linkages are correlated with higher firm productivity. Next, we discuss the sector-level

correlation of FDI on total factor productivity.

Table 13: Regression results for indirect effects of FDI, sector level

Study period: 1999-2004
Dependent variable: total factor productivity (Levinsohn Petrin estimation)
Overview of statistically significant results (see appendix for full data)

Random Effects model

Sector | Variable | Coefficent | Std. Err* | p-value | Sector | Variable | Coefficient | Std. Err.* | p-value
15 HORIZ | 108.6483 | 47.79129 | 0.023** 28 HORIZ | 256.0794 | 154.2808 | 0.097*
17 | BACKW | -285.4084 | 64.75017 | 0.000*** BACKW | -455.923 220.637 | 0.039**

FORWD | 369.2086 | 85.36808 | 0.000*** FORWD | 328.5662 | 116.1722 | 0.005***

18 HORIZ | -171.49 | 74.09196 | 0.021** 29 | BACKW | -36.8536 | 53.05566 | 0.046**

20 HORIZ | -253.182 | 104.4676 | 0.015** FORWD | 87.61555 | 43.90553 | 0.000***
BACKW | 228.3616 | 85.06541 | 0.007*** 32 HORIZ | 1.522343 | 21.75657 | 0.07**
FORWD | 10.01837 | 4.920647 | 0.042** 33 HORIZ | -107.103 | 59.24474 | 0.071*

24 HORIZ | 321.0668 | 145.6645 | 0.028** BACKW | -215.571 | 62.72629 | 0.001***
BACKW | -536.9405 | 254.4795 | 0.035** FORWD | -124.781 | 49.51427 | 0.012**

25 HORIZ | 261.517 | 129.0344 | 0.043** 36 HORIZ | -88.5301 | 44.74494 | 0.048**

BACKW | -125.032 | 45.58966 | 0.006***

FORWD 101.829 37.64726 | 0.007***

* robust standard errors *Ex [** [* significant at 1/5/10 per cent level
Source: own calculations based on panel dataset

The indirect effects at the sectoral level shovesy\diverse picture of different effects between
sectors. There are some conclusions that can bendrased on the random effects results. First,
inter-sectoral effects are only measured in abalftdf the sectors while they are not significant

in the remaining ones. The results for the remairsectors can be found in the appendix.
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Second, when inter-sectoral linkages are found ttenyd to have comparatively strong
significance. Third, evidence for one kind of ireit effects in a sector makes it more likely that
other kinds are also found. This is particularlyetwith forward and backward linkages where

one kind often is observed together with the other.

5.2. Pecuniary externalities

As the second part of the empirical application @xaluate the evidence for pecuniary
externalities of FDI through assessing the cori@abetween foreign concentration in a sector
and the domestic firm entry rate in the followinggy. If FDI has an influence through changes
in the market structure and on entry conditionsdomestic firms, we would expect to see a
correlation between foreign concentration and erdtg. If the correlation is positive, this would

be an indication that foreign investment may ada dsiver of local industrial development.

Table 14: Regression results for domestic firm entry rate
Study period: 1999-2003
Dependent variable: domestic firm entry rate per sector
Variable Random effects model
Coefficent Std. Error p-value
GR 0.0616 0.0245 0.012
In SIZE -0.0071 0.0075 0.344
In MES -0.0028 0.0035 0.415
COMP 0.0940 0.2184 0.667
HORIZ -0.0053 0.0343 0.876
constant 0.0873 0.0830 0.293
Hausman test Prob>chi2 = 0.9362
Source: own calculations based on panel dataset

The estimation the random effects model does nobborate the assumption that FDI may
serve as a source of local industrial developmier@uigh increasing the entry rate of domestic
firms in a sector. The findings for the relationslaire statistically insignificant. The basic firm
entry model employed cannot show that FDI affeloesentry rate. This does however not mean
that pecuniary externalities of FDI do overall retist but only applies to the definition
employed in this model. Pecuniary externalitiesfionm entry may require a longer time to
emerge and hence may need a longer time horizdre tobservable. They may exert a more

indirect effect for instance through the developtmaiprice levels for goods traded between
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sectors which may affect market conditions for dsticefirms. Hence, the model used in this
study does not find a correlation but could be ra¢el in order to track pecuniary externalities

more specifically.

6. Conclusions

Foreign direct investment and its effect on hosintnes have been much discussed topics in
both academia and the public policy sphere. Thahfliwill remain on the agenda in the future

to come as states continue to compete for capitdlkaowledge accompanied by increasingly
less restrictions on the international transfeboth of them. Likely, potential investors in the

future will also be offered incentives by host goweents.

The results of this study suggest that there maybeosufficient evidence for much special
support being put in place to attract FDI. Thigdgtexploits a large and detailed panel data set of
firms in the Estonian economy to assess the evelendlirect and indirect effects of FDI. The
study is conducted through assessing the correlafiéoreign ownership at the firm and sectoral
level and firm productivity. Additionally, at theestoral level the evidence for pecuniary
externalities is evaluated through a model of daméism entry based on foreign investments in

a sector.

The inflow of foreign direct investment may affébe host country through a large variety of
different mechanisms which have been discussedhén literature. Most effects are not
unequivocally positive or negative but depend motcase-specific circumstances. This study
has assessed three mechanisms through which FDlaffext the host country. These are the
direct (own firm) effects, indirect spillover effiscand pecuniary externalities of foreign

investment.

The results are mixed. This study adds to the iegiditerature through three results based on
data for the Estonian economy. First, foreign owhgr is found to have a positive correlation
with productivity in firms in the host country. Waithe extent of this effect may vary between
sectors, overall there is relatively strong evideffior direct effects of FDI on productivity.
Second, the results are more mixed concerningaotieffects of FDI. The study finds horizontal

and forward linkages to have a positive correlatigtt firm productivity while the correlation is
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negative for backward linkages. The study makegsogsible to compare effects in different
sector for both direct and indirect effects, thgreboviding directions for further research into
sector-specific characteristics facilitating spio effects. As a third finding, the study cannot
corroborate the assumption that positive effectSIf may to a significant extent occur through
pecuniary externalities. The simply entry rate noslmployed in the study does not find a

correlation between domestic firm entry and foretgncentration in a sector.

The results differ from much of the previous sasdgiven the fact that most studies have found
stronger evidence for a positive effect throughkiasd linkages than for other kinds of

spillovers. These mixed findings reflect the variet mechanisms by which FDI affects a host
country. The mixed findings point to the directionwhich future research should continue.
Most studies in the field focus on direct and iedtreffects of FDI while the exact mechanisms
through which spillovers occur still remain largety “black box”. This study makes a

contribution to other kinds of spillovers througbsassing the effect of FDI on one aspect of
pecuniary externalities. Further research needsito at disentangling more precisely the
specific mechanisms at work through which effectstle host country may occur. Given the
promising findings concerning indigenous firm dewrhent found for mainly Ireland and

Poland in the literature, the mechanisms of pecyr@aternalities should be a focus of attention.

As with other studies in the same field, we needgaautious with policy conclusions as we are
measuring the correlation between two factors loaitdirectly the possible causal link between
them. Generally, there is evidence that inflow ©fl ks correlated with increased productivity

especially when ownership is transferred. This Itgstovides some rationale for countries to
actively encourage the inflow of foreign investngeriiowever, policy also needs to incorporate

the fact that the specific mechanisms of host agueftect are still largely unclear.

These two policy implications are already foundha Estonian policy regime towards FDI and
their continuation can hence be recommended. Basdte findings of this study, the strength
of the regime lies in its focus on creating an alldavourable investment. This is in contrast to
very specifically targeting sectors or kinds of@stments and providing subsidies for these as
has been the case in other countries. The ratioofalepecific subsidies is not sufficiently
corroborated by the empirical literature includitigs study and hence may only distort

investment flows. Estonia has been successfularattraction of FDI through its policy of non-
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discrimination between different sources of invesits and hence its continuation can be

recommended.

There is no reason why lessons from the Estoniah gellicy experience may not also be
applicable in particular to other transition ecomesn However, particularly three specific

characteristics of the Estonian situation need d@otdken into consideration when applying
similar measures as these characteristics mayt aftecomes. First, Estonia early introduced a
clear and consistent FDI policy regime. The smiak ®f the country may have played a role in
the quick and consistent implementation. Secondpris at the time of its economic

liberalization already had a relatively high standaf development when compared to other
transition economies. This may have facilitateddbeelopment of positive host country effects.
Third, the cultural and geographic proximity to tidordic countries has served as a
comparatively easily accessible source of investmmeS8uch an advantage is arguably not

available to many other transition economies.

7. Appendix
Appendix: Regression results for indirect effects of FDI, sector level
Study period: 1999-2004
Dependent variable: total factor productivity (Levinsohn Petrin
estimation)
Sector | Variable Random effects model
Coefficent Std. Error* p-value
15 HORIZ 108.6483 47.79129 0.023**
BACKW 60.46662 64.18597 0.346
FORWD -4.60302 9.295153 0.620
17 HORIZ 7.874538 6.696237 0.240
BACKW | -285.4084 64.75017 0.000***
FORWD 369.2086 85.36808 0.000***
18 HORIZ -171.49 74.09196 0.021**
BACKW | -36.15805 70.14407 0.606
FORWD 107.4209 66.80178 0.108
19 HORIZ | -363.3114 730.8245 0.619
BACKW | -90.99053 252.2163 0.718
FORWD 1123.457 2039.455 0.582
20 HORIZ -253.182 104.4676 0.015**
BACKW 228.3616 85.06541 0.007***
FORWD 10.01837 4.920647 0.042**
21 HORIZ 84.00779 219.4383 0.702
BACKW 587.1753 1738.556 0.736
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FORWD -8765.382 26773.18 0.743
22 HORIZ 16.52144 405.0925 0.967
BACKW -50.42496 466.7071 0.914
FORWD 2.489286 15.46988 0.872
24 HORIZ 321.0668 145.6645 0.028**
BACKW -536.9405 254.4795 0.035**
FORWD 60.26415 160.4213 0.707
25 HORIZ 261.517 129.0344 0.043**
BACKW 69.54607 65.08481 0.285
FORWD -361.3796 236.9083 0.127
26 HORIZ 97.29398 93.83184 0.300
BACKW 21.63538 112.3486 0.847
FORWD -75.43876 154.8777 0.626
28 HORIZ 256.0794 154.2808 0.097*
BACKW -455.9235 220.637 0.039**
FORWD 328.5662 116.1722 0.005***
29 HORIZ -36.85368 53.05566 0.487
BACKW 87.61555 43.90553 0.046**
FORWD 110.6455 31.37677 0.000***
31 HORIZ .600165 9.816331 .951
BACKW -36.23904 87.42135 0.678
FORWD 104.9645 117.7466 0.373
32 HORIZ 1.522343 21.75657 0.07**
BACKW - - -
FORWD = = =
33 HORIZ -107.1033 59.24474 0.071*
BACKW -215.5712 62.72629 0.001***
FORWD -124.7813 49.51427 0.012**
34 HORIZ -34.57129 347.9393 0.921
BACKW -7.126194 323.524 0.982
FORWD 50.372 4064.411 0.990
35 HORIZ 32.43023 28.32748 0.252
BACKW -26.45678 131.8247 0.841
FORWD 55.89969 85.78636 0.515
36 HORIZ -88.53015 44.74494 0.048**
BACKW -125.0325 45.58966 0.006***
FORWD 101.829 37.64726 0.007***
37 HORIZ 53.11422 70.73582 0.453
BACKW 102.0371 296.1224 0.730
FORWD -9635.63 10973.19 0.380

*robust standard errors
Source: own calculations based on panel dataset
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