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1. Introduction

A business process (BP) is an activity or a setativities that will accomplish a specific
organizational goal [1]. A BP model is a mappingaorisualization of that process using a
modeling language. BP modeling has become an impogart of the work of many
organizations. Using BP models the companies ctonaite their processes and measure
the performance of them in such areas like time ew&t. Using these measurements,
organizations can find bottlenecks in their proessand they can re-design them to be
more efficient, economical and cost-effective. Aample of a simple BP model can be

seen in Figure 1.

’—) Reject order
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Figure 1: Simple BP model for an order managemeotgss.
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For any major company, proper and effective usBRimodels is essential for its success.
BP models have to be syntactically correct and ey have to be easy to comprehend
and maintain [2]. A BP model can have any topoldg¢gwever, it may not always be easy
to comprehend the model if it does not follow sosteictural rules. A very large BP
model with overlapping arcs that resemble spaghettild be a fitting example. Therefore,
it is recommended to BP modelers as a guideliné tthey should try to design their
models as structured as possible [3]. A BP modsitnsctured if every split connector
matches a respective join connector of the same. tjym analogy can be made with
formulas with balanced brackets, i.e. every operiragket has a corresponding closing
bracket of the same type. Structured models aeelilesly to contain errors and are also
easier to understand. An example of an unstructon@del can be seen on Figure 2(a). The
model is unstructured, because the parallel splgadv do not have corresponding joins.

An equivalent structured model for the given exagan be seen on Figure 2(b).
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Figure 2: An unstructured BP model (a) and theejant structured BP model (b).

In previous academic research, a tool called BRStfd] has been developed for

automatically converting unstructured BP model® istructured ones. Other academic
research has suggested that structured BP modetgenerally less complex and also more
understandable. From this we can make the assumibtad structured BP models that are
produced from unstructured BP models are also retsisomprehend. The purpose of this

thesis is to confirm or deny the following two hypeses:

e H1. BP models restructured with BPStruct are lessiglex than equivalent
unstructured ones;
e H2. BP models restructured with BPStruct are eastercomprehend than

equivalent unstructured ones.



The rest of the thesis is structured as followsaEér 2 will give a more specific definition
to structuredness of BP models, describes the BE{Siwol, reviews related work about
BP model complexity and understandability and dbser several different metrics that
have emerged from academic papers about BP modeurament. Chapter 3 will use a
dataset of BP models to generate structured BP Iswedth BPStruct and then measures
the models with different metrics that were presdnin Chapter 2. The results of the
measurements will be analyzed and some example Isnedé be demonstrated. In
Chapter 4, an experiment will be conducted to eicgdly validate the results of the
measurements. The results of the experiment wiliridyzed and compared to the results
from Chapter 3. Finally, Chapter 5 will review thesults of this thesis and gives final

conclusions to the research hypotheses.



2. Background

This chapter of the thesis will give an overviewtloé theoretical background of the topic
and briefly discusses the related work that hasadly been done in this area of research.
The first section will review the necessary deions about BP modeling and describe the
difference of unstructured and structured BP modete second section will review the

related work done in this research area.
2.1 Unstructured vs. Structured Business Process Mels

A formal definition of structuredness states thawell-structured BP model is a model
where for every node with multiple outgoing arcssfdit) there is a corresponding node
with multiple incoming arcs (a join), such that thet of nodes between the split and the
join form a single-entry-single-exit (SESE) regif®]. This section will give a more
detailed description of what a well-structured BBdel is. Also, a brief overview about

how BPStruct works will also be given.

BPStruct uses a technique called Refined Procesgt@te Tree (RPST) [5] [6] to

decompose a BP model into a tree of regions, eagtesenting a SESE region in the
model. The root of the RPST represents the entioegss model and going down the
RPST, the tree consists of smaller and smaller Sieg§ns until reaching single arcs at
the lowest level. The SESE regions ¢omponents) of the RPST can be classified into the

following four categories:

e Atrivial (T) component consists of a single edge (@,9.on Figure 2(a) [7]).

e A polygon (P) represents a sequence of components (iet)yg.B1, (z,0)) on Figure
2(a)).

e A bond (B) stands for a set of components that share two cammdes (e.g.R2,
P3} on Figure 2(a)).

e Arrigid (R) is any other component in the BP model that do¢datiointo any of
the three previous categories (e.g. fragnidndn Figure 2(a)).



A BP model is structured if its RPST does not ciongany rigid components. Figure 2(a)
presents an example of RPST decomposition of attumtgred BP model in the form of

dotted boxes. R1 is a rigid component. Figure Pfiesents the RPST of the equivalent
structured BP model. It contains only P and B conepds.

Process component
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o

Homogeneous Heterogeneous

AN
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Figure 3: Taxonomy of process components in a BBaino

BPStruct can restructure a BP model if it can uestire every rigid component of that
model. Rigid components are classified accordinthéotaxonomy of process components
presented in Figure 3. According to this classiiaa of rigid components by types of
gateways present in the model, BPStruct will uskffarent method for restructuring that
particular rigid. These methods include CompleteefiRr Unfolding, Modular
Decomposition Tree and Fully Concurrent Bisimulati{b] describes these methods and

the inner workings of BPStruct in further detalil.

However, there are some restrictions for using BREtto transform unstructured BP
models into structured versions since not all me@eé structurable. Firstly, only models
that are composed of nodes (tasks, events, antvayae and control flow relations are
considered. Models with elements like artifactspaations, associations, groups, pools,
lanes, message flows, sub-processes and attritareesnot supported in BPStruct.
Secondly, unsound BP models are also not considArptbcess is sound if and only if (a)
any case terminates in one of some predefined natman states and (b) for all activities in
the process there is at least one case in whighdte be executed [8]. Thirdly, only BP
models where tasks have only one incoming or onigotng arc are considered. Finally,
OR gateways, complex gateways, error events andmerupting events are not handled.
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In addition to the above restrictions, some BP nwdeeinherently unstructured, which

means that they cannot be structured in to an atgnt BP model. To determine, which
model is inherently unstructured, BPStruct gensraieModular Decomposition Tree
(MDT). In an MDT, there are four types of modul#&szial, linear, complete and primitive
modules. A BP model is inherently unstructured nfdeonly if its RPST has a rigid
component for which its MDT contains a primitive dute [5]. Figure 4 displays an

example of an inherently unstructured BP model.

Figure 4: Inherently unstructured BP model.

Notwithstanding these restrictions of BPStruct #ralexistence of inherently unstructured
BP models, there are models that can be transfombe@@quivalent structured versions. In
terms of this thesis, the purpose is to verify \Wketit is desirable to perform this
transformation. Are the BP models restructured WBBStruct less complex and easier to
comprehend than their original, unstructured coyates? One factor that could influence
the answers to these questions negatively couttidéact that in order for BPStruct to be
able to restructure the BP model, some tasks neéd to be duplicated. This happens,
because some edges cannot be drawn freely betweles m the model. To overcome this
restriction, some tasks are duplicated. An exaroplénis task duplication is displayed in
Figure 5. In 5(a) an unstructured BP model can é&ensin 5(b) the corresponding

structured version can be seen, where tasks C dwaddbeen duplicated.

The reasons why task duplication could influenee dbmplexity and understandability of

BP models negatively are simple. Firstly, task tigpion makes the models larger in size
and larger models could be more difficult to read Hiuman eyes. Secondly, if the same
task is located in two different areas of one mpttedn a person could simply not notice
one of them and therefore interpret the BP modehgr This may generate confusion and
increase error-proneness. However, the resultiodets that are well-structured have also

increased modularity. The hypothesis is that lowdulaxity generally relates to more
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errors than higher modularity [9]. This gives grdaro presume that they are also easier to
understand. Therefore, the answers to the resgaestions presented in this thesis lie on
the balance between the effect of greater moduyltrédt structured BP models bring, and

the effects of having duplicate tasks in the strrexd BP model.

.

X
v
@,
(a) (b)

Figure 5: Example of task duplication caused bwcttring a BP model. (a) is the
unstructured model. (b) is the equivalent structur®del with tasks C and E duplicated.

In the next section of this chapter an overviewiien about related work in the area of
measuring complexity and understandability of BPdeis. A set of metrics will be

identified that have been mentioned in severalarebepapers as significant indicators of
complexity and understandability. From these mstréacselection will be made in order to

measure models before and after restructuring thiegmBP Struct.
2.2 Understandability and Complexity of Business Ricess Models

There has not been much work done in the area oddsamig complexity and
understandability of BP models, which is evideranir the small amount of papers
available about the topic. However, within the peléd papers that are available, some

common metrics and approaches have emerged. Treegeweral complexity metrics that
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have recurred in different research papers donleisnarea. A couple of these metrics, like
average connector degree and density, have alsoidestified as having a correlation to
perceived understandability of BP models [10], whimake them suitable candidates for

analysis done in this thesis.

Size is a common metric that has been cited in & [11] as being a metric that has
been empirically validated as an indicator of modemplexity. Evidence has been
provided that larger real-world BP models tend &awéhmore formal flaws than smaller
models. It is hypothesized that humans who do tbdeiing lose track of interrelations in
large and complex models due to their limited cbgaiabilities. In BP models, size can
be measured by simply counting all elements withm model like tasks (including start
and end events) and gateways. As an alternatiwsetlelements can be measured
separately. If necessary, the number flow elem@rts) may be counted as well. In the
example given in Figure 2, size of model in 2(a)3sand model in 2(b) is 13.

Both [9] and [12] describe the strong analogy betwehe domains of software
engineering and BP modeling. The analogy can beodstrated by similarities between
software programs constructs and business procebsessequential software statements
can be mapped to two sequential process activiéswitch’ statement can be mapped to
an XOR-split, threads can be mapped to AND-splitg &f-then’ statements can be
mapped to OR-splits. [9] uses five design prinapté software engineering (coupling,
cohesion, complexity, modularity, size) and dessimetrics for BP modeling using the
same principles. [12] presents some of the morailpopnetrics in software engineering
and tries to adapt them to BP modeling: Lines ofi€dMcCabe’s Cyclomatic Complexity,
Halstead Complexity metric, etc. Common metricsh&fse two papers include different
measurements of size and the Control-flow compjef@~C) metric, which is based on

McCabe’s Cyclomatic Complexity.

The CFC metric evaluates the complexity introduicea process by the presence of XOR-
split, OR-split, and AND-split constructs. In tHisesis, OR-splits are not considered and
are not necessary to measure. For XOR-splits, #@ S the fan-out of the split. For an
AND-split the complexity is simply 1. MathematioglICFC is additive, which means that
to get the CFC of a BP model, the CFC of all sphihstructs needs to be added together
[9]. The value of CFC should correspond to the eslwf McCabe’'s Cyclomatic
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Complexity for which in practice, the industry ireetation is the following: from 1 to 10,
the program (in our case the model) is simple; fidito 20, it is slightly complex; from
21 to 50 it is complex; and above 50 it is untestalm the paper that first introduced the
metric [13], a small experiment was conducted, Widemonstrated a correlation between
perceived complexity and CFC. In the example predioh Figure 2, CFC for 2(a) is 5 and
CFC for 2(b) is 4. According to these values botbdals are simple, but example 2(b) is

slightly less complex.

The Cross-connectivity (CC) metric that is desdtilbe [14] was specifically designed to
add to the lacking amount of metrics for the regearea of BP model measurement. A
study was conducted to validate it in terms of emediction and understandability. For
the former, the study confirmed the hypothesis thatdeed does have a correlation to
error probability in BP models. For the latter, thghors concluded that there is a relation
between CC and perceived understandability, big less powerful than the two best
candidate metrics available, which are average exton degree and density. The metric
expresses how tightly the nodes in a process naréetonnected building on a weakest-
link metaphor. It also considers all nodes as unigwen if their (business) semantics may
be the same; this means that it supports duplieates. CC is calculated in a way, where
all nodes of the BP model get a weight value. Adowalue is given to connectors that
have a higher degree, i.e. they have more optiorthoosing the path that is taken. The
values of nodes are used to calculate all pathsdest the nodes and divided by the
number of total nodes times the number of totalesochinus one. The definition of the
metric builds on the assumption that a higher valsieassociated with an easier
understanding of the model, which implies as a equsnce a lower error-probability. In
the example provided in Figure 2, CC for 2(a) i87641 and CC for 2(b) is 0,08907.

According to this value, example 2(b) is easienderstand and also less error-prone.

In [10], a survey was conducted among studentireket European universities to identify
metrics that are in relation with perceived underdability of a BP model. Five metrics
showed a significant correlation: number of joinkgnsity, average connector degree,
potential routing elements mismatch and connectberbgeneity. Out of these five, two
metrics, namely density and average connector degnere the ones that most
convincingly related to model understandability amifl be described in further detail

below. As for the other three, number of joins dsungether the amount of joins in a BP
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model, mismatch is calculated on the basis of degral summed up per routing element

and connector heterogeneity implies which type®ofing elements appear in the model.

Density metric relates the number of available eations to the number of maximum
connections for the given number of nodes. The kstpmodel would be a perfectly
sequential model that would have 0 as its denshg. most complex model would have an
arc between every node in that model and have tyemsil. In further detail, and how to
exactly calculate it, density is described in [Mshere it is also confirmed by an empirical
study that it can be used successfully for erredigtion, however the authors state that
there is room for improvement. In the example paedi in Figure 2, density for 2(a) is
0,1818 and density for 2(b) is 0,1875. In this camsity shows that 2(b) is slightly more

complex than 2(a).

Average connector degree (ACD), which is also datieefficient of connectivity, refers to
the average number of connections that a node hhastiher nodes of the BP model [9].
Considering the syntax of a BP model, then the mahiACD in a correct model would be
3. Higher values would mean that one connectotssfite flow into more arcs than the
minimum, which intuitively would make the model reodifficult to understand. In the
example provided in Figure 2, ACD for 2(a) is 3,24fhd ACD for 2(b) is 3,2. This would

mean that model 2(b) is slightly more complex araterdifficult to understand than 2(a).

A survey for empirical validation of perceived unstandability is also done in [11], where

three categories of factors that potentially infloe it are identified. They are personal,
structural and textual factors. Metrics that haeliost significant correlation to perceived
understandability were theoretical knowledge, saméity of the model and textual length

of task labels. Comparing meaningful labels to raostlabels did not demonstrate a
significant difference. Figure 2 illustrates meayiul and abstract label examples, where
2(a) has meaningful task labels and 2(b) has alidiak labels. Theoretical knowledge
metric was acquired by having the participantshef $urvey answer six theoretical yes/no
guestions about BP modeling. Separability is a im&thich relates to the number of nodes
in a model whose deletion separates the modelnmitibiple components. In Figure 2, the

separability of both models is 2.
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The next chapter of the thesis will provide a s@d@cof metrics discussed above. That
selection of metrics will then be used to perforraomparative complexity study for BP

models before and after restructuring them with BiRS.
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3. Comparative complexity study

This chapter summarizes the results of a quangatinalysis aimed at comparing the
complexity of unstructured BP models and their egponding structured versions on the
basis of a subset of the complexity metric intragtlin the previous chapter. Firstly in this
chapter, a dataset of BP models will be introdumedvhich the study about complexity
and understandability will be based on. Secondlgetaof complexity metrics that were
discussed in the previous chapter are selecteddlyhihe data will be measured with
named metrics and results of the measurementsbeilpresented and then analyzed.
Finally, conclusions will be drawn from the resulifé these measurements. The next

section will concentrate on introducing the dataset the selection of complexity metrics.
3.1 Description of dataset and measurement method

3.1.1 IBM dataset

To restructure BP models and gather data about,tiieendataset of IBM WebSphere
Business Modeler process models (IBM dataset) (U8 selected. The IBM dataset was
specifically created for [17] in order to analyzethods of checking BP model soundness.
Originally, it contained 735 different models repeated in an IBM proprietary file format
used by IBM WebSphere that contained combined et&srfeom UML Activity Diagrams
and Business Process Modeling Notation (BPMN) [I8le dataset was cleansed by the
authors of BPStruct and stored in Event-Driven BsscChains (EPC) Markup Language
(EPML) format due to its simplicity compared to etHormats. The cleansed IBM dataset
contained a total of 533 BP models in EPML. The ERM@re not in a valid format, as they
only contained functions and no events. A corrdeCEontains both events and functions
[19]. However, for the purposes for this thesig ¥alidity of the EPCs was not important,
as the BP models were considered as analogous kNB&ontaining only tasks and
gateways. This was actually beneficial, sinceirhiated one of the BPStruct restrictions
introduced in Chapter 2, where elements like artsfagroups, pools, lanes, etc. were not
supported.

14



The dataset was divided into three anonymisedrigsecalled A, B3 and C. There were
269, 247 and 17 models in each of them accordiridlg. models themselves were also in
an anonymous format as the label names were abgtgc s00000982, s00001088, etc.)
and they only represent purely structural informtiThe models originate from the real-
life domains of insurance, banking, customer refeghip, construction and automotive
supply chain. The IBM dataset is suitable for theppses of this thesis, because it will
show whether BP models used in real life can beuetsired and whether the outputs are

in a simpler and more understandable format.

Not all of the 533 BP models were in accordancé whe restrictions of BPStruct. There
were models that were already structured, contadBegateways and were unsound or
inherently unstructurable. Every model that creatembnflict with BPStruct was removed
from the dataset. In the end, there were 59 straicle models for which BPStruct could
generate an output. 41 of them were in library 3jrilibrary B3 and 3 in library C. For an

overview of the IBM dataset, see Table 1.

Table 1: Overview of IBM dataset.

Library Models initially | Restructurable models
A 269 41

B3 247 15

C 17 3

Total 533 59

3.1.2 Selected metrics

Resulting from the analysis made on the availale¢ios in the BP modeling domain, the

following metrics were chosen for the purposesdf thesis:

e Number of arcs (#arcs)
e Number of gateways (#GW)
¢ Number of tasks (#tasks)
e Size of the model (size)
e Control-flow complexity (CFC)
e Cross-connectivity (CC)
15



e Average connector degree (ACD)

e Density

Size was selected because it is a metric for witiblas been empirically validated that a
larger BP model is generally more error-prone, tratefore should be more difficult to
comprehend. Related metrics, #arcs, #GW, #taskkiflas start and end events) provide a
good comparison point for both size and other r&thVith #GW, it was first considered
to analyze the number of XOR-gateways and the nuwib&ND-gateways separately, but
since AND-gateways were present in only 18,6% efrtiodels then their values did not
offer enough meaning. Instead, it was opted totlisdotal number of gateways. CFC was
selected because it is a complexity metric that vessirrently brought up in several
research papers about BP modeling metrics. CC éma®mkstrated in previous studies that
it can be related to both error prediction and nhastelerstandability. ACD and density
were chosen, because in academic literature, theeyeferred to as the two best metrics

available to measure model understandability.

Ei Analysis - EPC Complexity Analysis

Mame Type Value frld
Control-Flow Control-Flow |6 i L
Density Coupling  |0.23529412 i =
Cross-Connectivity [Cohesion  |0.046745127300682865 | - et
Num of Functions  |Size 9 i d
MNum of Events Size 0 S
MNum of ORs Size 0
MNum of XORs Size 5
MNum of ANDS Size 0
Error Logging: |- ||

i 5 i b T — D 2

[Control Flow]The EPC does not contain atleast 2 events, ijw| © i b
4| I | IDE B T [ T¥l Zoom: 99 %

Figure 6: EPC Complexity Analysis plug-in in ProM.

In order to calculate the values of mentioned rogtriwo main approaches were taken.
Firstly, an open-source tool called ProM 5 [20] wiasd. It is a process mining framework
that supports a wide variety of techniques for mgnprocesses, implemented as plug-ins.
For the purposes of this thesis, ProM was usefdabse it supports importing EPCs in
EPML format and it also contains a plug-in callddEComplexity Analysis to measure

their complexity. An example of this ProM plug-iarcbe seen in Figure 6. #GW, #tasks,
Size, CFC, CC and Density were measured usingpipsoach. Using ProM, every model

16



had to be imported and analyzed one-by-one. Segondtasuring #arcs and ACD was
implemented as a UNIX shell script, using mainlg trep tool [21] to handle the EPML

files and to find and count the necessary elementdved. The collected data was stored
and handled in a Microsoft Office Excel spreadsh@éte spreadsheet is given as a

supplementary material to the thesis in the forra obmpanion CD.

The next section of this thesis will give an ovewiof measurement results.

3.2 Results

In this section of the chapter, an overview willgieen about the gathered measurements.

We begin by examining the average values of medswuetrics of the BP models before
and after restructuring them with BPStruct. On ager the size of the model increased
46,53%. As explained in Section 2.1 of the thesisne edges cannot be drawn freely in
the restructured model and tasks have to be duplid® overcome this restriction. This
explains the general increase in size, because#tatihs and also #arcs are increased this
way. On average, #tasks were increased by 53,28P#ants were increased by 49,12%.
In addition, also #GW were increased by 46,37%. ddfmition of well-structuredness of
a BP model states that for every split there i®@esponding join, such that the set of
nodes between them form a SESE region. In casasifuctured models, many splits do
not have this corresponding join. BPStruct correlis by adding the necessary joins to
the models. This explains the large increase of #@Whe measurements. For a full

overview of the average values of all measurediosetplease refer to Table 2.

The average CFC of the models increased by 35,Z8%xplain this increase, we have to
look at the way CFC is measured and also reminavtitking principles of BPStruct. CFC
is an additive metric that sums together the fanedXOR-splits and BPStruct duplicates
tasks of the model when restructuring it, which ngethat in case of some splits, there will
be more arcs leading out of them and into the ecedtiplicate task. Adding these reasons
together explains the increase of the metric. Adiogy to the classification of the CFC

metric into simple, slightly complex, complex andtestable models, we see that the
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amount of simple models decreases and the amoumtcé complex models increases.

The exact numbers are presented in Table 3.

Table 2: Average values of each metric before di@dl gestructuring the models.

Metric Average before Average aften Increase/decrease
restructuring restructuring | (%)

#arcs 30,02 44,76 49,12%

#GW 8,41 12,31 46,37%

#tasks 16,81 25,76 53,23%

Size 25,22 38,07 46,53%

CFC 9,97 14,27 35,35%

CC 0,05118 0,04455 -11,44%

ACD 3,41590 3,29957 -3,04%

Density | 0,16096 0,12376 -22,5%

Table 3: Number of models by CFC classification

Class Amount before Amount after| Increase/decrease
restructuring | restructuring | (%)

Simple

39 28 -28,21%
(CFC 0-10)
Slightly complex

gnty P 18 24 33,33%

(CFC 11-20)
Complex

2 5 150,00%
(CFC 21-50)
Untestable

0 2 200,00%
(CFC 50-...)

In case of the CC metric, the average value drodded4% after the restructuring of the

models. As stated in Chapter 2, CC is calculatea way where every node gets a weight
based on the amount of choices that can be takédreatode. More choices results in a
lower weight for that node. According to those viwgg all paths between nodes are
calculated and divided by the amount of total nddass the amount of total nodes minus
one. Considering this, the fact that the restmectunodels have both more nodes due to

task duplication and more paths to take to reaehdiplicated tasks due to the added
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XOR-gateways, results in the fact that the averagkie of CC is smaller in the

restructured versions of the measured models.

The average value of the ACD metric has decreage3]d#% in the restructured versions
of the models. This can be explained by the feat tihe new versions of the models have a
slightly lower gateway to tasks ratio than the ioad ones. However, this value is quite
low due to the fact that the models have a low AteDbegin with comparing to the
minimum value of what ACD can have in a correct iBBdel. The average value of the
density metric has decreased 22,5% in the struttueesions of the models comparing to
the original ones. Since density relates the nurobawvailable connections to the number
of maximum connections then it is calculated sirhildao the ACD metric then the

simultaneous decrease of density is normal.

As the next step, let us take a look at how theioseare related to one another. To do that,
Pearson correlation will be used. By definitionafen correlation measures the degree
and direction of linear relationship between twaialales [22]. The possible values of it
are between -1 and 1, where the latter displaysrfeq positive correlation and the former
displays a perfect negative correlation. A valueOoflisplays the lack of correlation
between the two variables. The calculations ofdbreelations of the metrics in this thesis
are based on the difference between the metrievalthe structured and the metric value
in the original model. To calculate the statistisajnificance of the Pearson correlations,
student’s t-test was used. A value under 5% isidensd statistically significant.

All size metrics are very strongly correlated teeanother. However, this is an expected
indicator, bearing in mind that BPStruct adds lgteways and tasks to the models in the
restructuring process. Also, the logical conclus®that if nodes are added to the model
then arcs are also added. The highest correlagbmden size metrics is between #arcs and
size, which has a perfect positive relation. #teeshkd #GW have the lowest value 0,94,
which is also a very strong relation. All other r@dations between different size metrics
fall between these two values. The statistical iBmance of the size metrics is below
0,38% in every case showing that the correlatiores satistically significant. Exact

numbers of all calculated correlations can be foanbable 4.
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Table 4: Pearson correlation values between allsored metrics and their statistical
significance values (in brackets).

#arcs #GW #tasks Size CFC CcC ACD
#GW 0,98
(0,009%)
#tasks 0,99 0,94
(0,14%) | (0,0006%)
Size 1 0,97 0,99
(0,38%) | (0,003%) | (0,09%)
CFC 0,98 0,98 0,95 0,97
(0,007%)| (18,0%) | (0,0002%)| (0,002%)
cC -0,31 -0,31 -0,31 -0,31 -0,31
(0,02%) | (0,09%) | (0,003%) | (0,009%)| (0,12%)
ACD -0,06 -0,2 0 -0,07 -0,07 0,31
(0,02%) | (0,07%) | (0,002%) | (0,008%)| (0,09%) | (0,41%)
Density | -0,49 -0,56 -0,46 -0,5 -0,5 0,52 0,71
(0,02%) | (0,08%) | (0,003%) | (0,009%)| (0,11%) | (0%) (2,49%)

The CFC metric also has a very strong positiveticelawith all four size metrics. In case

of #arcs and #GW it is 0,98, in case of #tasks @,05 and finally in case of overall size it
is 0,97. The statistical significance is below T@0for all of these correlations except
#GW, which has a significance of 18%. This shovet the correlation between #GW and
CFC is not statistically significant and the coatedn between CFC and other size-related
metrics is significant. Since it is an additive neethen it usually is higher in case of larger
models. For that reasoning, CFC can be considdsedas a size-metric and it has more
meaning in case of models of relatively similaresiomparing to other metrics, CFC has
an average negative correlation with density (;Gbyhtly negative correlation with CC (-

0,31) and no correlation with ACD (-0,07). For afl these correlations, the statistical
significance is below 0,12% showing that the valaes statistically significant. A high

value of CFC usually corresponds with a low valfielensity, suggesting that there is a
small contradiction between them as a complexityunderstandability metric, where

according to one the model is complex and accorttirthe other the model is simple and

the other way around.
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CC has a small negative correlation with all of fee-related metrics. For each of #arcs,
#GW, #tasks, size and CFC, the value of Pearsorelaton is -0,31. The statistical
significance of these values is below 0,12%, whsttows that they are statistically
significant. As high values of CC mean that the el@thould be less complex and easier to
comprehend and low values of size should have #meesmeaning then these metrics
support each other on a certain level. Comparingd&CD and density, then with those
metrics, it has a positive correlation of 0,31 abd2 respectively. The statistical
significance of these correlation values are 0,448d 0%, which shows that they are
significant. This is suggesting another contradittbetween CC and density as this is a
relatively strong correlation value and a lowerueabf density should relate to a more
understandable model whereas for CC the same veqully for a higher value. With ACD
the correlation is opposite to what was with sigleted metrics, therefore creating another

small contradiction.

For ACD, there is practically no correlation witizesrelated metrics. The correlation
values are -0,06 for #arcs, 0 for #tasks, -0,07sipe and CFC. Only for #GW there is a
small negative correlation of -0,2, which is caubgdhe fact that the calculation of ACD
is based on the number of connectors. In all ofe¢heases, the statistical significance is
under 0,09%. However, there is a strong relatiotetasity, which is shown by the Pearson
correlation value of 0,71 with a significance vabfe2,49%. This is caused by the fact that
the two metrics have somewhat similar approachethair calculation, as also stated
above. For the relations between density and gleéed metrics, the correlation values
stay at around -0,5 with a significance value thainder 0,11% for all cases. In general,

the density metric is in a contradiction with ather values, but ACD.

3.3 Examples of changes in the BP models

To illustrate some of the changes of the metricex&mples of unstructured models and
their structured counterparts will be presentethis section of the thesis. These examples
will be selected from among the models that arel usehe survey to empirically validate

the results presented in this chapter. The 5 ex@srgle ones for which there were more
mistakes made in terms of their understandabihtthe survey. The survey and its results

are described in further detail in Chapter 4.
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Figure 7: This example is Model 2 that was usedh& questionnaire for the empirical

study. Model (a) is unstructured and model (b}rigcsured.

The structured version of Model 2 that can be sedfigure 7(b) has 47,06% increase in

size, 2,07% increase in CC, 14,55% increase in A@D 17,14% decrease in density
compared to its unstructured counterpart seengargi7(a). For Model 2, we can see on
the structured version of it, that there are 4ansés of the task sequence H, I, J, which
explains the considerable increase in size. Tha join gateway degree in the structured
version has a higher than the largest join in th&tructured version and this explains the
increase in ACD. CC does not change much and fasitie it seems like the ratio of tasks

to arcs is lower for the structured version.
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Figure 8: This example is Model 3 that was usedha questionnaire for the empirical

study. Model (a) is unstructured and model (b}rigscsured.

The structured version of Model 3 that can be sedfigure 8(b) has 35,29% increase in
size, 122,90% increase in CC, 0% change in ACD ahd1% decrease in density
compared to its unstructured counterpart seengargi8(a). Tasks B, C, E and F have
been duplicated and two gateways have been addekfdre the size is larger for the
structured version. CC is so much larger in thiddehobecause the gateways are not so
close together in the structured version. For CORXgateways have lower weight and the
sum of values for all connections is calculatedthiére are a lot of connections with
gateways of large degree then the final value ofWilCbe smaller. ACD does not change

and density changes for the same reason than ireNod
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Figure 9: This example is Model 4 that was usetha questionnaire for the empirical

study. Model (a) is unstructured and model (b}rigcsured.

The structured version of Model 4 that can be sedfigure 9(b) has 61,90% increase in
size, 41,10% decrease in CC, 12,5% decrease in a@&bD44,79% decrease in density
compared to its unstructured counterpart seen gur€i 9(a). In this model, size is
increased, because tasks J, | and K have beercaltgaliseveral times and the number of
gateways is also doubled. For the decrease inI@€has happened for the exact opposite
reason than what was provided for the change ifd€®odel 3. ACD is smaller, because
the degree of each gateway has been brought tmianadiof 3 in the structured version.
Density decreases for the same reason as disdosted.
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Figure 10: This example is Model 5 that was usethenquestionnaire for the empirical

study. Model (a) is unstructured and model (b}rigscsured.

The structured version of Model 5 that can be sedfigure 10(b) has 22,22% increase in
size, 2,62% increase in CC, 9,33% decrease in AGD 26,00% decrease in density
compared to its unstructured counterpart seen gurEi 10(a). For this model, size
increases because tasks J, K, Q, R have been akepliand two gateways have also been
added. However, the task duplication is quite sroathparing to the overall size of the
model. CC is most probably a little larger, becausdhe unstructured version of the
model, the last gateway has a large degree ang paén through the model goes through
the last gateway, which influences the final vatieCC. Changes in ACD and density

follow a similar pattern than for previous examples
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The structured version of Model 8 that can be seénigure 11(b) has 4% increase in size,
30,60% increase in CC, 4,76% increase in ACD af8%,increase in density compared
to its unstructured counterpart seen in Figure )11tathis model, there is a very small
change in size. Only two tasks, E and G, have blegficated and one gateway has been
removed. That gateway is the one with only one tirgnd one output arc connected to it,
rendering the gateway useless. Due to removing dhieway, the value of ACD is

increased.
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Figure 11: This example is Model 8 that was usethenquestionnaire for the empirical

study. Model (a) is unstructured and model (b}rigcsured.
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3.4 Conclusions

The results of the measurements can be approachedtliree standpoints. First are the
size-related metrics. The five of them — #arcs, #@Vasks, size, CFC (this is added to the
list of size-related metrics for the reasons statetthe previous chapter) — are very similar
in their approach and the behavior of their valiregem all of their values, we can interpret
that the structured versions of the BP models aseencomplex than their unstructured
counterparts. We can also make the assumptionahaiore complex model is more
difficult to comprehend for an average person. Theans that all of the metrics suggest a
decrease in understandability of the restructuresions of the models. The average

values of the metrics are 35 to 53 percent largestructured BP models.

Secondly, we look at the CC metric, which behav#sréntly from other metrics. For CC,

the average value decreased 11,44% in the strdciarsions of the models. Considering
the definition of the metric, this suggests an @ase in complexity and decrease in
understandability. Considering that the maximunfedénce of this metric is 0,04711, then
11 percent may prove to be a big difference. CCrimetiso takes into account the
existence of duplicated tasks, which could be amomant factor considering the working

principles of BPStruct.

Finally, there are ACD and density metrics, whiale aonsidered to be the best two
metrics for evaluating BP model understandabilityacademic literature. ACD decreased
3,04% and density decreased 22,5% in the structtersions of the models. Both of these
values indicate an improvement in understandabaityl therefore also a decrease in
complexity. For density, the value of improvememtlid have a significant meaning.

However, for each of these models we do not hapeoper scale for evaluating them
except for CFC for which we can use the scale efahalogous McCabe’s Cyclomatic
Complexity metric that has been widely used inwgafe engineering. For CFC, the scale
suggests that indeed the restructured versionseoBP models are more complex. Since
we do not have a scale to evaluate the other regtnie need to validate the results by
doing a controlled experiment where people assets tersions of the models by

answering several questions about them.
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In the next chapter of this thesis, a controllegheziment will be conducted among

students of the University of Tartu who are takiagcourse on business process
management. The chapter will introduce the desigihe experiment, present the results
of it and comparatively analyze the results with tbsults of the analytical study presented
in this chapter. In the end of the next chapteralficonclusions will be made about the
effectiveness of the BPStruct algorithm in whettier restructured models are easier to

understand and less complex than their unstructoedterparts as is expected.

28



4. Controlled experiment

The aim of this chapter is to empirically validdte results presented in Chapter 3. In
order to do this, a controlled experiment will lkend among real people who will answer
questions about unstructured models and their aressithat were restructured with
BPStruct. The chapter consists of four sectiong flilst one will introduce the controlled

experiment and describe how it will be conductede Becond section will present the
results of the experiment. The third section wilalyze any factors that may affect the
validity of the results presented in the secondi@ec Finally, the fourth section will

compare the results to the ones acquired in Ch&paed provide conclusions drawn from

the experiment.
4.1 Experimental design

To gather the empirical data about the understaliyadf unstructured and structured BP
models, a controlled experiment was conducted. xesuwas made among a group of
students that were split into two groups eoatrol group and anexperimental group. The

control group answered questions about unstructuerdions of the models and the
experimental group answered the same exact qusstdaout equivalent structured
versions of the models. This section will now ferttexplain how the experiment was

designed and conducted.

The groups of students answered the questions abodeéls in the format of a survey.
Two different versions of questionnaires were madene version for the unstructured
versions of the models and the second for the atpnv structured versions. 8 different
models were selected to be used in the survey.nTdwels were chosen to be drawn in
BPMN notation. That was done because of the popwlaf BPMN and because the
students had all been taught BP modeling in thétiom. The tasks of the models were
labeled with simple abstract names like A, B and\@ example of a model can be seen in
Figure 7. For each model, the students had tothatperceived difficulty of the model on
a 4-point scale and answer 4 yes/no questions dabheunodel. In addition, every student
answered 4 theoretical questions about modelin@mMN in the beginning of the

guestionnaire.
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The models were selected on the basis of theirasidewhether they had cycles or not. A
cycle in a BP model means that some tasks can $iediitwice. Based on these two

factors, four categories of models were created:

1) Acyclic unstructured models whose equivalent stmext models are at least 25%
larger in size as the unstructured versions.

2) Cyclic unstructured models whose equivalent stmectunodels are at least 25%
larger in size as the unstructured versions.

3) Acyclic unstructured models whose equivalent stnext models are of more or
less the same size as the unstructured versions.

4) Cyclic unstructured models whose equivalent stmectumodels are of more or less

the same size as the unstructured versions.

For each of these four categories, four models wsskected to be used in the
questionnaires. Besides the factors used to ctlkateategories, it was attempted to select
the models with as different changes as possiblterims of CC, ACD and density. The
values of the metric changes between unstructunddsauctured versions of the models

can be seen in Table 5.

Table 5: Increase/decrease of size, CC, ACD ansdityan percentages.

Category Size CcC ACD Density
Model 1 1 +45,45% +2,07% +14,55% -17,14%
Model 2 1 +47,06% -7,63% +8,00% -21,43%
Model 3 2 +35,29% +122,90% 0% -11,11%
Model 4 2 +61,90% -41,10% -12,50% -44.79%
Model 5 3 +22,22% +2,62% -9,33% -26,00%
Model 6 3 +12,00% +11,37% +5% +0%
Model 7 4 +15,79% -9,97% -4,55% -18,75%
Model 8 4 +4,00% +30,60% +4,76% +6,06%
Average +30,47% +13,86% +0,74% -16,65%

The questions asked about the model were designadimilar fashion to the questions of

BPMN-Selftest [23]. An example question from theesfionnaire: “If J is executed in a
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case, can F be executed in the same case?” In RiMNBSelftest, the questions were
presented one-by-one in a style where a model wagdaged and under the model the
current question was asked and the tasks in questoe highlighted in the model. Since
this experiment was conducted in a classroom andpaper, then exactly the same
approach could not be used and all four questibositathe model were displayed under it
for reading and answering. Therefore the tasksuestion could not be highlighted. In
addition, there was a restriction about the sizthefmodels. They had to be selected in a
fashion where they would look clearly readable gaper in A4 format while also leaving
room for displaying 5 questions on the same pagéh Buestionnaires are included in the
supplementary material of the thesis in the forra cbmpanion CD.

The experiment was conducted among students olUtiieersity of Tartu, who were

currently taking a course on business process neamagt. The course is a part of an
international software engineering master’'s degmegram. This means that the students
came from very different studying backgrounds. gttmoment of time, they had learned
the basics of modeling business processes in BPMtdtion and had also done a
homework where they had to model a process thatdessribed in a case study. In total,
18 students answered the questionnaires, 9 of thera in the “control group” and 9 of

them were in the “experimental group”.

The students were given 20 minutes to answer tlestagquinaire, giving them about 30
seconds to answer each question, therefore natiatiothem to lengthily concentrate on
every question. They were reminded of the timetlamd also a set of example questions
was answered before doing the survey in front ef ¢lass in order to familiarize the
students with the organization of the questionnaditeey were not given an overview of
the exact specifics of the topic of unstructuredsisictured BP models and they were also
not mentioned that in some of the models, tasks beagiuplicated. In both groups, there
was one student that could not finish the quesaoenon time, leaving some models
unanswered. Since the missing data would have skeawe final results then only
complete questionnaires were included in the fiaahlysis. Therefore, a total of 72
answers to theoretical questions about modelingBHMN, 144 evaluations of the

perceived complexity of the model and 576 modektHjgequestions were given.

In the next section, the results of this survey el presented and analyzed.
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4.2 Results of the experiments

This section of the chapter will give an overvieithe results of the controlled experiment
that was introduced in the previous section. Faatanalysis of average outcomes of the
survey will be done. Then, a more detailed revieW ve given about separate questions
for which there were most wrong answers given taHhgy students. It will be combined
with examples of specific models. The full dataleé question statistics is provided in the
statistics spreadsheet in the supplementary mbtdrilae thesis.

4.2.1 Average results

The first part of the questionnaire was about thexdrmodeling in BPMN, where four

questions were asked from each student. Every aghiver to a question was worth one
point. The average score for the control group W#&s and the average score for the
experimental group was 2,25, resulting in a 50%ebetcore for the students who were
part of the latter group. The average results eftheoretical part of the questionnaire can

be seen in Table 6.

Table 6: Results of the theoretical part of thestjoanaire.

Group Theory score on average

Control group (unstructured models) 1,5

Experimental group 2,25

Change in theory score 50,00%

Similarly to the theory part, an average score alas calculated for each model used in
the survey. The students also had to evaluate pleeteived complexity of every model on
a 4-point scale. Therefore, for all of the modéhg value of their perceived complexity
was also calculated based on the answers givdreiquestionnaire. The average value of
score over all models decreased by 3,91% for thkeueured versions. At the same time,
the average value of perceived complexity over rathdels increased by 14,68%.
Therefore, even though that the students in theeraxyntal group answered the
theoretical questions better than the studentshén dontrol group, they evaluated the

structured versions of the models as more compiek they also performed worse in
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answering specific questions about the models. dlerage results for all models are

summarized in Table 7.

The average decrease of score of 3,91% is quitdl,shmavever the scores were
consistently lower for most models used in the syr®ut of 8 models, only 2 of them had
an improvement in score and all of the other 6 ®tbw decline in score. The same
happened with perceived complexity on a slightlsgéat scale. Firstly, the increase of
14,68% in complexity is a considerable growth. ety out of the 8 models in total, for
7 of them, the perceived complexity was higher tfe structured version. For the one
model that a lower value, the average score wasl@ahger. The two models that displayed

an increase in score, the value of perceived coxitplevas rated as higher by the students.

Table 7: Change of score and perceived complexitthe models before and after

restructuring.

Change in score| Change in perceiyed
complexity
Model 1 | -6,45% -13,33%
Model 2 | +7,41% +30,77%
Model 3 | -8,70% +4,76%
Model 4 | +3,57% +30,00%
Model 5 | -3,45% +16,67%
Model 6 | -6,35% +23,53%
Model 7 | -9,38% +10,00%
Model 8 | -8,00% +15,00%
Average | -3,91% +14,68%

4.2.2 Analysis of questions with most incorrect amgers

To approach this analysis, a criterion was needecctioosing the questions for which

there were more incorrect answers than othersa#t decided that if there was a question
for which at least one of the two student groupd #nswered the questionnaire contained
at least three people that answered the questiongythen that question will be selected
for analysis. In other terms, if there are less1t6&% of correct answers for a question in

either the unstructured or structured version ef guestionnaire, then it will match the
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criterion. This way the questions cover all of tbkowing cases: 1) the score of the model
is increased in the structured version, 2) the esamr the model is decreased in the
structured version and 3) the score of the modehnes the same in both versions. In total,
from 64 possible cases, there were 9 that matdhedtiterion. In this section, each one of
those cases will be analyzed. These questionshanamount of correct answers to them in

percentages are summarized in Table 8.

Table 8: Amount of right answers to questions getbéor analysis in percentages.

Percentage of | Percentage of Percentage of

correct answers correct answers | correct answers

(unstructured) | (structured) (total)
Model 2 - Q1| 100,00% 62,50% 81,25%
Model 2 - Q2 | 50,00% 100,00% 75,00%
Model 3-Q1| 37,50% 50,00% 43,75%
Model 3—- Q3| 100,00% 62,50% 81,25%
Model 3—-Q4 | 50,00% 62,50% 56,25%
Model 4 — Q1| 62,50% 75,00% 68,75%
Model 5—-Q2 | 62,50% 62,50% 62,50%
Model 8 — Q1 | 50,00% 62,50% 56,25%
Model 8 — Q3| 87,50% 62,50% 75,00%

Model 2 — Q1.1f C is executed for a case, can J be executed for the same case? (Correct:

yes)

For this question, every student in the controugranswered it correctly, but 3 students in
the experimental group answered it incorrectlywé# look at the unstructured version of
Model 2 on Figure 7(a), then we see that aftertlngal, we can simply backtrack from it
and reach C very quickly. If we look at the struetliversion on Figure 7(b), there are four
different instances of J there. It is possible tliathe student first located the upper
rightmost J on the model, she backtracked from gde that both C and J come after an
exclusive gateway and considering the time limiangwering the questions, she quickly

answered the question according to what she noticsd
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Model 2 — Q2.Isa case possible where F is executed after B? (Correct: yes)

For this question, there were four students in ¢batrol group that answered this
incorrectly and every student in the experimentalig answered this correctly. There may
be two reasons for why so many students made akridtere. First is that the student
followed the path, where the XOR-split after B Isatirectly to an XOR-join. From there,
she saw that one cannot reach F from that pointnany and answered the question
without looking further. The second possibilitytigt the four students misunderstood the
guestion and thought that F has to be executedtlyirafter B. However, in this case it
would be strange that only students belonging éoctintrol group made the same mistake.

Model 3 — Q1.Isit possible to execute both H and J in the same case? (Correct: yes)

For this question, there were 5 students in thetreabmroup and 4 students in the
experimental group that answered it incorrectlyerdfiore making it the single most
difficult question of the survey. If we look at tlmastructured version on Figure 8(a), we
can see that if we reach H in the execution fldventthe path only leads to the end node.
However, if we reach J first, then we can go bacthe beginning of the model through a
loop and also reach H. If we look at the structuredsion on Figure 8(b), we can see that
the flow is similar, and a loop can be taken tached after executing J. It is possible that
once the students saw that both H and J cameaft&OR-split, they did not notice the

existence of the loop.

Model 3 — Q3.Can you execute C after E is executed? (Correct: yes)

For this question, every student in the controugranswered it correctly, but 3 students in
the experimental group answered it incorrectlywdf look at the structured version of the
model, then we notice that beginning from the stade, there are C and E tasks that come
in succession and cannot be executed the otheraveayd. However, if we move further
along, we notice that there are another C and Eatiegpart of a loop. It is possible that the
students who answered this question incorrectlyndidnotice the duplicated C and E and

wrote their answer according to the first two matghasks that they saw.
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Model 3 — Q4.Is it necessary to execute both D and B in the same case? (Correct: no)

For this question, there were 4 students in thetroabmgroup and 3 students in the

experimental group that answered it incorrectlycase of the control group, it is possible
that the students approached this question frombakiem part of the model and located D
first and saw that B can be reached right aftehidugh an XOR-gateway. If this case is
true then they did not notice the start event efrttodel. In case of the experimental group,
it is evident from the model that B is a duplicatask. If the students first noticed the B in
the upper part of the model then they probably @nsd/this question correctly as the end
event can be quickly reached after this B. HoweNehey first noticed the B in the lower

part of the model it is probable that they answehedquestion incorrectly, because that B

is executed directly after the D.

Model 4 — Q1.If L isexecuted in a case, isit possible that K has also been executed in the

same case? (Correct: yes)

For this question, there were 3 students in thetreabmgroup and 2 students in the
experimental group that answered it incorrectlywd look at the unstructured version of
the model on Figure 9(a), we can see that K is qiagt loop that can be used to reach L
after K has been executed. However, the loop i$ higdlen among overlapping arcs and it
is possible to miss it upon first look at the modkive look at the structured version on
Figure 9(b), we see that there are two loops tleat lbe used to execute K before
continuing to L. In this case it seems strange that students have missed them and

answered this question incorrectly.

Model 5 — Q2 If J is executed in a case, can F be executed in the same case? (Correct:

yes)

For this question, there were 3 students in bothugs that answered it incorrectly.
Looking at the models on Figure 10(a) and 10(bhtbee can assume that the students
might have misunderstood the question and thougtitR needs to be executed after J has

been executed once.
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Model 8 — Q1.Can F and H be executed in the same case? (Correct: yes)

For this question, there were 4 students in thetrobmgroup and 3 students in the
experimental group that answered it incorrectlywd look at the unstructured version of
the model on Figure 11(a), we can see that bothd=Hhare part of a loop that has to be
traversed twice in order to execute both tasksuestjon. It is likely that students did not
think of the possibility of traversing the loop twi and take a different path in order to
execute both tasks. For the structured versiomefmtodel, which can be seen in Figure
11(b), the loop does not have to be taken twiceFhas still a part of it. However, to reach

the loop and H, one needs to go through an XORagatewhere one arc leads upwards
and another downwards. This gateway might have lBeawonfusing factor to some

students.

Model 8 — Q3.1f M is executed for a case, can J be executed for the same case? (Correct:

yes)

For this question, there was 1 student in the obmgroup and 3 students in the
experimental group that answered it incorrectlyoking at the structured version of the
model, we can see that J is located upwards froen¥in order to reach J, one has to go
through the loop in upwards direction. For thatsoeg students may have missed seeing
the loop. This was also the second to last questvbicth means there may have been some

fatigue.

4.3 Threats to validity

The results of the controlled experiment strongiggest that the structured versions of the
BP models are more complex and therefore also whiffieult to comprehend than their
unstructured counterparts. However there are saaters that may affect the validity of
the results of the controlled experiment. Thisisecwill analyze them and document the

threats that may influence the validity of the expent.

First of all, the controlled experiment was conedcin a very small scale. The number of

people that answered the surveys was only 18 ahdl@&nof them were included in the
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final results due to the fact that 2 students cowtfinish answering all of the questions
about the BP models on time. The answers of thgseople had to be removed from the

final results, because the incomplete data coule saewed the results.

Another factor that may have influenced the firedults of the experiment is that all of the
subjects of the experiment were students. Thes#ests only had very little theoretical
background in BP modeling and they had had vettg Igractice with actual modeling. In
[10] it is shown that people who have had more acfuactice in creating BP models
understand their specifics in greater detail amdefore understand more complex models
easier. It can be argued that if the subjects etctintrolled experiment had had more real-

life experience in BP modeling, the results cowdsidbeen different.

The next factor that could have affected the regslthat the subjects were not aware that
some of the models had duplicate tasks in themy Wnere all students that had been
trained with simple models, which usually do notdduplicated tasks in them. Therefore,
when answering a question about a model, if thgestibecognized a task in question, she
did not look further and based her conclusion ®dhbestion on the task that she noticed
first. However, if the students had been told ttigre may be models with duplicated
tasks, they could have been more thorough in stgdyihe models. This might have

affected the results in a different direction.

The last threat could also have been avoided ifdbks in question were highlighted. The
survey was given to the students on paper andaltieetlimitations of an A4-sized paper,
the tasks were not highlighted. If they had bekeantthe subjects would have had a clearer
picture of the models and it would have been easiefind the right answer to the
guestions. Due to the same reasons, the size ofigbé models was also limited to a
certain degree. A possibility to overcome thesérict®ns in the future could be using
another medium to conduct the survey, e.g. an erdurvey. In this case, the models used
can be larger in size and tasks in question carhigklighted. Larger models and
highlighted tasks would allow using more complexdels and a bigger variety of

guestions.

The final factors that could have affected the ltesof the controlled experiment are the

drawing style of the models and the phrasing ofginestions. In this case, the models were
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drawn using the images of the original EPCs geadrat ProM. Only change that was
made was that the start node was moved to the tsfppasition and the end node was
moved to the bottom of the diagram. Everything thas in the middle of those two nodes
stayed relatively unaffected. However, looking Be tmodels used in the survey in
hindsight, it can be concluded that more changegppearance could have been made that
might make them seem more logical to a person examithem. Another point to
consider is the phrasing of the questions usetemtiestionnaires. In the current survey,
some of the questions did not have enough consigtentheir phrasing. For example, a
guestion phrased like “If A is executed for a cass) B be executed in the same case?”
and a guestion phrased like “Can A and B be exddatethe same case?” have a similar
meaning. Given the limited amount of time the studehad for answering the survey,
these changes in phrases could have generatedsmonfun order to eliminate that

confusion, the questions need to have a similde styphrasing.

The final section of this chapter will give a comgdase overview of the results presented
in Section 3.2 and the results presented in Seeti@n It will also provide conclusions

drawn from the results of the controlled experiment

4.4 Conclusions drawn from the experiment

This section of the chapter will use Pearson catiai to find relations between score and
perceived complexity values of the models in thevesyiand metrics calculated in Chapter
3 of the thesis. Based on the results presente8eittion 4.2 and the result of the
comparative analysis made in this section, finahctgsions will be made about the

controlled experiment.

To compare the data from chapters 3 and 4, Peaoelation will be used similarly to
how the metrics were compared in Section 3.2 oftliesis. The differences in score and
perceived complexity of the unstructured and stmaxt versions of the models used in the
questionnaires will be compared to differencesizé,SCFC, CC, ACD and density metrics
that were calculated for the same models to seetheware related between each other.
The metrics of #arcs, #GW and #tasks will not bedugue to their similarities to size and
CFC. The values of the relations are summarizéchlvie 9.
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Table 9: Relations between score and perceived lexmpwith size, CFC, CC, ACD, and

density and their statistical significance valuasbfackets).

Metric Score Perceived complexity
Size 0,63 (0,27%) | 0,06 (0,4%)

CFC 0,45 (13,89%)| 0,47 (32,08%)

ccC -0,4 (11,49%) | -0,4 (1,85%)

ACD -0,1 (30,86%) | -0,6 (14,17%)
Density | -0,6 (21,91%) | -0,4 (1,41%)

Looking at the calculated values of the Pearsometaiions, we can see that size has a
somewhat strong positive correlation of 0,63 (vatkignificance of 0,27%) with the score
of the model, meaning that a model that is largesize scored higher in the empirical
study. This indicates that size does not have ashmueight as predicted in indicating the
complexity or understandability of the model. Therrelation value of 0,06 (with a
significance of 0,4%) with the value of perceivenplexity shows that these two values
do not have a relation between them, indicating shhjects did not base their evaluations
of the models upon the size of the model. Both h&fsé correlations are statistically
significant. With CFC, the correlation of 0,45 (via significance of 13,89%) with model
scores shows that also here the performance aohtiuels was not related to this metric as
a model with a higher CFC also got better resutsdore. Comparing CFC to perceived
complexity gives a Pearson correlation value o¥ lith a significance of 32,08%). This
shows that as opposed to size, CFC does indicatetiidents rated models that had bigger
CFC value as more complex. However these valueaotadoe considered statistically
significant. It is interesting to note that metritdsat performed so similarly in the

comparative analysis performed so differently i@ émpirical study.

In case of CC, the metric had a negative correfatib-0,4 with both the score of the
models (with a significance of 11,4%) and perceicethplexity of the models (with a
significance of 1,85%), meaning that a lower valti€C resulted in a higher value of both
score and perceived complexity in the empiricadgtu~or perceived complexity, this
shows a correspondence with the description of nfegric, where it is stated that a
decrease in CC implies an increase in error prdbghbmneaning that a model with lower

CC is generally more complex. However, with therecof the models, there is a
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contradiction to this description. The Pearson aelation value of -0,4 indicates that a
model with lower CC scored higher in the study thanodel with a larger CC. According
to the description of the metric, the correlatiaaue should be positive. The correlation

value with score is not and the value with peragigemplexity is statistically significant.

In case of ACD, the metric had a negative corretatialue of -0,1 (with a significance of
30,86%) with the scores of the models, indicatimat tACD did not have much influence
to the results of the survey. The correlation vailtie0,6 (with a significance of 14,16%)
with the perceived complexity of the models suggebat subjects of the survey rated
models that had a lower ACD as more complex, wbitte again creates a contradiction
between the results of the survey and the natuteeofmetric. However, neither of these
correlation values can be considered statisticsigyificant). For density, the Pearson
correlation value of -0,6 (with a significance df,.21%) with score of the models suggests
that for a model with lower density, the valuessobre were higher, therefore confirming
that the metric does indeed indicate understantalof the models. However, for
perceived complexity, the small negative correfatiof -0,4 (with a significance of
1,41%%) with density also shows that subjects ratedels with lower density as more
complex. This creates a contradiction between tersd perceived complexity. The
correlation value with score is not and the valuth werceived complexity is statistically

significant.

Summarizing the results of the comparison betwd®n analytical metrics and the
empirical study, it can be seen that there aret aflacontradictions between what was
predicted to happen and what actually happenedy @nthree cases was it seen that the
predicted behavior of the metric matched the adbadlavior. Density metric confirmed
that there is a relation between it and understaiiigaof models however the value
cannot be considered statistically significant. Gi@ CC metric showed a small relation
between them and the perceived complexity of thdehwith CC also being significant.
All other combinations had either a contradictiedéation or did not show any relation at
all. For example, the metric of size does not seehmve any impact on understandability.
However looking at the average results of the syribe opposite could have been
predicted as every structured model used in theeguwas larger in size than its

unstructured cou nterpart.
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From this, it can be concluded that there seenetmbany other factors that influence the
complexity and understandability of the models.ikinthe metrics used, these factors may
be immeasurable. As stated in Section 4.3, fatch@atsmay influence the understandability
of the models could be model appearance, subjentierstanding of the questions or the
fact that in some models there existed duplicaas#ést about which the subjects were not
aware of. Another aspect that probably influenchdsé results and did not allow

presenting a clearer picture was that there werg f@esv models used in the survey, the

size of those models was restricted, and very favests took part of the survey.

From the aggregated average results, we can makmltbwing three observations. The
subjects in the experimental group answered thieatequestions about modeling in
BPMN considerably better, suggesting that they alsderstand the nuances of BP
modeling better. They also rated the perceived dexity of the structured models as
more complex than the control group did for thetwttured versions of the models.
Finally they answered specific questions aboutstnectured BP models worse than the
control group did for the unstructured counterpaftshose models. From this we can
conclude that the research hypotheses H1l and HaZotabe confirmed. Models

restructured with BPStruct are currently not lesmglex or easier to comprehend than

their unstructured counterparts.

To further analyze these results, alternative jpaggs have to be considered as to why
the models restructured with BPStruct seem to beernomplex and less understandable.
In [24], it is argued that there may be good readonintentionally create BP models that
are unstructured. The authors are building a ogt&oof different patterns of

unstructuredness and are categorizing them as hgoog or bad reasons of having
unstructured elements in BP models. Looking asthectured BP models that are obtained
by transformation from unstructured versions, we aelot of duplicated tasks in them,
which adds complexity to the models and generabegusion when reading the modes.
This may well be a reason for BP modelers with ¢dteeal-life experience in BP modeling

to knowingly create some models as unstructuredesihe alternative structured versions

would have a considerable amount of concurrentlgem.
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The final chapter of the thesis will give a shoverview of the results presented in the
thesis and review the conclusions made. It wilbalscuss how this topic can be further

addressed in the future.
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5. Conclusions

This thesis focused its research on studying theblem of the complexity and

understandability differences of unstructured amdcsured BP models and tried to find
answers to the research questions of whether obsted versions of originally

unstructured models are simpler in terms of compleand whether they are easier to
comprehend. The reviewed literature on BP modalugpested strongly that it is desirable
that models follow some structural rules and madelse it as a guideline to design their
models as structured as possible. This gave rems@ssume that the answer to both

research questions is “yes”. Therefore, the follmpypotheses were formulated:

e H1. BP models restructured with BPStruct are lessiglex than equivalent
unstructured ones;
e H2. BP models restructured with BPStruct are eastercomprehend than

equivalent unstructured ones.

To approach these hypotheses, firstly, the conakephstructuredness was introduced and
the basic working principles of a restructuring greon called BPStruct were explained.
Then, an overview was given about existing researcmeasuring BP models in terms of
complexity and understandability and a set of rogtwas selected to be used in this study.
These metrics were then used to perform a comparatmplexity study on a dataset of
real-life BP models and their equivalent structuremunterparts. In an attempt to
empirically validate the results of the study, atcolled experiment was conducted using
students taking a course on BP management to e¢gabosh unstructured and structured

versions of the models.

The metrics used in the comparative complexity \wtwere number of arcs, number of
gateways, number of tasks, size of the model, obfiow complexity, cross-connectivity,
average connector degree and density. The sizeedataetrics, CFC (which could also be
considered to be a size-related metric) and CCpairearily complexity metrics and
average connector degree and density can be coedids understandability metrics as
academic research has shown that they are two poogrful metrics in evaluating BP

model understandability. On average, the structwedions grew considerably in size,
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they had a larger CFC and a smaller CC, showingtteastructured versions gained in
complexity compared to the unstructured ones. @nother hand, they also decreased in
both ACD and density, which means that the metsiosw that the structured versions

should be more understandable.

In the controlled experiment to empirically validdhe results there were 8 subjects in the
control group who answered questions about unsiredtversions of the models and 8
subjects in the experimental group who answereddmee questions about the structured
versions of the models. The result shows that eeugh the experimental group
answered theoretical questions about modeling iMBmetter, they answered specific
questions about BP models worse than the contoalmrThey also evaluated the models
as more complex than the control group did. Thesults show that the structured
versions are both more complex and also more diffto understand than the unstructured
ones. In terms of the metrics from the comparasuedy, then the only strong and
statistically significant relation was between siaad model scores, which quite
interestingly shows that the mistakes in answetirg questions about models were not

dependant on the size of the model.

Taking into consideration both the results from tbenparative complexity study and the
controlled experiment then we can deny both hymstddil and H2 that were formulated.
First of all, for H1, it can be said that the BPdats restructured with BPStruct are not less
complex than their unstructured counterparts. Sdlgofor H2, it can be said that the BP
models restructured with BPStruct are not easiecoimprehend than their unstructured

counterparts.

However, with these results, the threats to valitliat were documented in Section 4.3
have to be taken into consideration. The amoumhadels used in the survey was small
and also the number of subjects that took parhefeixperiment was also very small. This
means that strong claims cannot be made aboue#udts. The study was also conducted
using questionnaires on paper, which meant thatAthgpaper format presented its own
limitations in terms of model selection. Howevéie results of the study suggest that when
process modelers draw unstructured process maelsssumption can be made that they
do it for the right reasons, in the sense thattreesponding structured BP models are less

readable and more error-prone. That is becausesttiietured versions contain event
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duplications which generate confusion when readm@gmodels and drawing BP models
that are larger in size could lead to the modela@king more errors in designing the model.

This means that drawing the models as unstrucisrég only alternative.

To expand on the results of this study in the ®itla more comprehensive controlled
experiment can be conducted. As stated, the expatigione within this thesis contained
too few subjects and too few models were analyagthd it. The experiment was also
limited due to it being conducted on paper. In ofdeimprove on it, the study has to be
done through a different medium, e.g. an onlinevesur With an online survey, more
people can be involved, more models can be usskk that are used in the questions can
be highlighted on the displayed BP model, etc. Bhevey could also benefit from
identifying the good and bad patterns of unstrertoess in BP models and using it as a
reference point in evaluating the results betweestructured and structured versions of
the models.
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Keerukuse ja arusaadavuse vordlus struktureerimatga struktureeritud

ariprotsessimudelite vahel

Magistritoo

Raul Maesalu

Resumee

Kéesoleva magistritté peamine eesmark on valjaitadly kas struktureerimata kujul
olevate &riprotsessimudelite transformeeriminekstineeritud kujule muudab nad vahem
keerukamaks ning lihtsamini arusaadavamaks. Piisgtitahtpoteeside jargi on

struktureeritud kujul mudelid keerukuselt lihntsanmang kergemini arusaadavad.

To0s kasutatakse varasemas uurimistods valminuducviihtekoodiga programmi
BPStruct, mille abil transformeeritakse hulk arigessimudeleid struktureeritud kujule.
Kasutatakse reaalsest elust parit mudelitest keasndBM andmestikku. Nimetatud
mudelid mdddetakse akadeemilises kirjandusestidaied meetrikate pdhjal ning viiakse

l[abi vordlev uurimus.

Vordleva uurimuse kaigus saadud tulemusi konteliie eksperimendi abil, mille kaigus
Tartu Ulikooli tudengid, kes &pivad ainet nimegaiphotsesside juhtimine, jaotatakse
kahte gruppi — kontrollgrupp ja eksperimentaalngpgr Kontrollgrupi tudengid vastavad
struktureerimata kujul olevate mudelite kohta dp#éis kusimusi. Eksperimentaalse
grupi tudengid vastavad samade mudelite struktiiwelekujul olevate variantide kohta

samadele kisimustele.
Nimetatud kahe uurimuse tulemuste vahel viiakse Vabdlev analliis ning selle pohjal

tehakse jareldused selle kohta, kas struktureekitjul olevad mudelid on tbesti lihtsamad

ning kas neist on kergem aru saada.
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Supplementary Material

The companion CD attached to this thesis contains:

IBM dataset. Located in the folder named “Datasetthe CD. The folder contains
all original models of the dataset and restructunedels of the dataset.
Questionnaires. Located in the folder named “Quoastires” on the CD. Contains
both versions of the questionnaire — unstructured structured version. Also
contains the answers to the questions presentbe iquestionnaires.

Spreadsheet of statistics and measurements. Locdatethe folder named
“Statistics”. Contains results of the comparatieneplexity study, results of the
controlled experiment and numerical analysis ofdbestions with most incorrect

answers.
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