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Chapter 1

Introduction

1.1 Background

The full genome of Saccharomyces cerevisiae was sequenced already ten years
ago and the studies of genes and regulatory regions of baker's yeast has been
ongoing for even longer (Go�eau et al. 1996; Liti & Louis 2005). The current
number of Saccharomyces cerevisiae open reading frames (ORFs) in Saccha-
romyces Genome Database (SGD) is 6604, however only approximately 70%
of them have gene names and a similar proportion have at least one Gene On-
tology (GO) annotation attached to it (Hong et al. ; Ashburner et al. 2000;
2001; Harris et al. 2004). It means that we know very little about the re-
maining 30% of the ORFs. Of course some of the ORFs can be false positives
and not actually code proteins, but there is still a lot to study about these
nearly 2000 ORFs.

Even if a gene has a GO annotation, it does not mean that the function or
biological process is known. Almost every fourth ORF described with some
GO has the annotation 'molecular function unknown', and approximately
5% are connected with the GO annotations 'biological process unknown' or
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'cellular component unknown'. These facts increase the number of ORFs that
should and could be described up to almost 3000.

The most reliable sources of gene function come from in vivo and in
vitro experiments. The bioinformatics approaches of analyzing data from
chromatin-immunoprecipitation on chip (ChIP-on-chip) or gene expression,
and the predictions of putative transcription factor binding sites (TFBS)
have contributed to the overall knowledge as well.

The function predictions often begin with the comparison of similarly
regulated genes. The regulatory regions have been studied extensively in
Saccharomyces cerevisiae (Stormo 2000; Vilo et al. 2000; Tompa 2001; van
Helden, André, & Collado-Vides 1998). The sequencing of several addi-
tional yeasts have made available the comparative genomics approach to
study Saccharomyces cerevisiae more closer. The phylogenetic footprinting
approach helps to �nd regulatory motifs that are conserved in di�erent species
and therefore increase the trustworthiness of the predicted motifs (Duret &
Bucher 1997).

Previous studies have shown that using additional yeasts, it is possible
to discover stronger regulatory motifs in Saccharomyces cerevisiae (Kellis
et al. 2003; Dujon et al. 2004). A previous study also showed that genes
interacting with each other, especially if they have co-expression, are often
functionally related (Kemmeren et al. 2002).

The abundance of various data sources, bioinformatics methods and the
growing computational power have made a good basis for starting large-scale
analysis. With the ever-growing data relationships it is a huge challenge to
be able to tie together data from Gene Ontology, protein-protein interac-
tions and known transcription factor target genes. Connecting this multi-
dimensional dataset will help to create new knowledge.
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1.2 Objective

The aim of the thesis was to develop methods for large-scale pattern discovery
and characterization of regulatory motifs in Saccharomyces cerevisiae. Usu-
ally the regulatory signals are studied for one speci�c dataset, for example
similarly expressed genes or ChIP-on-chip data. In this project we aimed to
detect and describe putative transcription factor binding sites from di�erent
large-scale datasets.

Three big datasets i.e. known targets of transcription factors, Gene On-
tology annotations and protein-protein interactions were combined. Di�erent
combinations of the data gives several possibilities to predict new knowledge
about functional annotations, possible regulatory motifs or target genes.
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Chapter 2

Background

2.1 Biological background

The main emphasis of the current molecular biology is to understand the
complex mechanisms acting inside and between the cells. The protein func-
tions depend on the structure, the solution they are in, and the interactions
they make with other proteins or macromolecules. Studies for understanding
the possible function of a protein starts from comparing the sequence similar-
ity to other previously known proteins, comparisons of homologous proteins
from other species, pattern discovery and matching in regulatory regions,
just to mention few starting points. To describe a protein from the scratch
with in vivo or in vitro methods is time and money consuming. With the
help of bioinformatics the possible functions can be predicted and therefore
the search range can be reduced.

Lots of work has been done with more primitive organisms like bacteria,
lower eukaryotes and plants. Huge amount of knowledge has been collected to
large variety of databases describing gene functions, protein structures, reg-
ulatory sequences etc. One of the most widely used data source of biological
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data is Gene Ontology. GO consortium builds and maintains a vocabulary
of di�erent kind of descriptors to relate genes with their functions or cellular
localizations in regard of the actual species (Ashburner et al. 2000; 2001;
Harris et al. 2004).

2.1.1 Gene Ontology

The Gene Ontology consists of three ontologies, that are described as a tree
structured vocabulary (Ashburner et al. 2000). The three ontologies describe
gene products with their associated biological processes (BP), molecular func-
tions (MF) or cellular components (CC). The ontology trees are described as
directed acyclic graphs, where each annotation can have one or more parent
annotations as well as several children annotations. There can be more than
one path from a leave up to the root, but there can be no path leading from
a node to itself. The relationships between graph nodes are 'part_of ', which
states that the child is a structural part of its parent, or 'is_a' stating that
a child is an instance of the parent. A small example of a molecular function
subtree is shown in Figure 2.1.

The ontologies describe the following:

• Molecular function describes the activity of the gene at the molecular
level, e.g. nucleic acid binding GO:0003676.

• Biological process is series of events accomplished by one or more
ordered assemblies of molecular function, e.g. biopolymer metabolism
GO:0043283

• Cellular component describes the location of the gene product in the
cell, e.g. membrane-bound organelle GO:0043227
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Figure 2.1: Example of a GO molecular function subtree. Here GO:0003887
is a leave and GO:0003674 is a root node. The parent of GO:0003887 is
GO:0016779 and it holds genes from both of its children (GO:0003887 and
GO:0003964). In this example only is_a relationships occur.
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The knowledge about the function or cellular location of a gene can orig-
inate from various sources. For example data about transcription regulation
can come from ChIP-on-chip experiments, DNA footprinting methods or
from bioinformatics analyses. Each of the approaches have its pros and cons
and ranked in GO by evidence codes. The evidence codes are the following,
given by suggested reliability hierarchy:

• Inferred by Curator (IC)

• Traceable Author Statement (TAS)

• Inferred from Direct Assay (IDA)

• Inferred from Genetic Interaction (IGI)

• Inferred from Mutant Phenotype (IMP)

• Inferred from Physical Interaction (IPI)

• Inferred from Expression Pattern (IEP)

• Inferred from Sequence or Structural Similarity (ISS)

• Non-traceable Author statement (NAS)

• Inferred from Reviewed Computational Analysis (RCA)

• Inferred from Electronic Annotation (IEA)

• No biological Data available (ND)

• Not Recorded (NR)
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2.1.2 Regulatory motifs

The large variety of proteins in an eukaryotic cell are transcribed by RNA
polII polymerase. The RNA polII polymerase needs transcription factors to
be bound to their speci�c binding sites in the regulatory regions to recognize
the correct starting point for the transcription. Around 2% of the 6604 ORFs
in Saccharomyces cerevisiae are so far described as transcription factors.
For these approximately 150 TFs roughly a thousand binding motifs have
been distinguished and described (Wingender et al. 2000; Dwight et al.
2002; Teixeira et al. 2006; Peterson 2004). Transcription factors can have
a number of a bit di�erent binding sites and some sites can be bound by
various transcription factors. For example transcription factor Gcn4 binds
both to TGATTCAT and TGACTA motifs. The later motif is also bound by
Yap1. The multiple-valued relationships between the binding sites and TFs
makes it complicate to always infer the correct relations between factors and
target sites.

In Saccharomyces cerevisiae and other lower eukaryotes the distances be-
tween ORFs are relatively short and therefore the regulatory regions are short
as well. Usually the regulatory region or upstream is considered to be 600
or more rarely 1000 base pair (bp) long. Most of the transcription factor
binding sites (TFBSs) are 6-20 bp long and located in the close proximity of
ORFs (Zhu & Zhang 1999; Qiu 2003; Vilo 2002). However, some TFBSs can
be found near the 3' end of the ORF or even in the coding regions.

2.1.3 Protein-protein interactions

Most proteins need interactions with other proteins to be active in the cell.
The structural units like proteasome or ribosome are big PPI complexes.
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The members of such complexes are quite often regulated by the same tran-
scription factors. For example the proteasome genes are regulated by Rpn4
(Xie & Varshavsky 2001). Some transcription factors, like Gcn4, have DNA
binding domain (DBD) and activation domain (AD). The domains are used
to combine the interactions between di�erent transcription factors. Gcn4
binds to DNA with its DBD and the transcription is activated when another
protein, for example MBF1, binds to GCN4's activation domain.

The protein-protein interactions have been studied in Saccharomyces cere-
visiae for a long time. The most widely used methods for PPI detection are
yeast two-hybrid and tandem a�nity puri�cation (TAP) methods (Fields
2005; Puig et al. 2001).

In yeast two-hybrid method the functionality of protein is studied using
DNA binding and activity domains. A hybrid DBD binding to the DNA
leads to gene expression of the reporter gene only when a AD hybrid protein
binds to it. The method is mainly used to study DNA binding proteins. The
method is reviewed by Fields 2005.

The tandem a�nity puri�cation technique uses the fusion of speci�c tag
to the target protein, usually to the 3' end. The construct, after insertion
into the host cell, is expressed from the regular promoter. The tagged protein
forms a complex with its target proteins. The complexes are concentrated
and fractionated on a denaturing gel. The puri�ed complexes are further
analyzed with the mass spectrometry to detect the interacting proteins. For
a detailed overview of the method look at Puig et al 2001.
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2.2 Bioinformatics approaches

2.2.1 Pattern Discovery

Pattern discovery is one of the widely used bioinformatics approaches for
transcription regulation studies. Several tools have been made to search
for the motifs that occur in the input sequences more frequently than in
background or random sequences (Vilo 2002; van Helden, André, & Collado-
Vides 1998; Brazma et al. 1998). The biological motivation behind these
extensive searches is the fact that similar genes (either similarly expressed,
similarly located in the cell or with similar functions) are often regulated by
the same transcription factors.

2.2.2 Phylogenetic footprinting

The term phylogenetic footprinting was �rst introduced in 1988 by Tagle and
is de�ned as a phylogenetic comparison, that reveals evolutionally conserved
functional elements from homologous genes (Duret & Bucher 1997). The
method is based on di�erent mutation patterns, which can be found in DNA.
Genomes change constantly in time, but the results of particular mutation
depends on its phenotypic e�ect. Most of the mutations, whose outcome is
negative to the host, will be removed by natural selection. Sequences that
are highly conserved in time are probably functional (Duret & Bucher 1997).

There are two main problems for choosing the organisms/sequences to
compare. The �rst one: if one chooses species which are very close in
phylogenetic tree then highly conserved elements cannot be di�erentiated
from the overall sequence. The evolutionary time has not been long enough
to �x the mutations to DNA by natural selection (Duret & Bucher 1997;
Cliften et al. 2003; Lenhard et al. 2003). The second problem: if one
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chooses species which are too far away from each other in phylogenetic tree,
then the species have been diverged too much to carry any highly conserved
regions in their sequences or the species may already have di�erent regula-
tory processes (Duret & Bucher 1997; Cliften et al. 2003). Substitutions in
neutral positions in DNA happen with probability 0.5% for million years (Li,
Luo, & Wu ). From that we can conclude that sequences which diverged
300 million years back should have 30% of similarity if they are not under
purifying selection. If there are highly conserved regions after such long time,
then it refers to strong natural selection and to important functional element
(Duret & Bucher 1997).

The evolutionary distance between widely compared and analyzed Homo
sapiens and Mus musculus is approximately the same distance between Sac-
charomyces cerevisiae and Saccharomyces bayanus. The coding regions of the
relative pairs are highly conserved and the non-coding regions tend to stay
conserved as well. Adding more distant species to comparison we can expect
that the non-functional regions are less conserved and functional regions are
detectable more easily.
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Chapter 3

Material and methods

3.1 Data

The Saccharomyces cerevisiae has been a model organism for molecular bi-
ology already a long time. The methods for exploring the baker's yeast have
evolved simultaneously with the knowledge and growing datasets from wet-
labs. The quickly increasing data sources need large-scale analysis pipelines.

The main research object of the project was budding yeast Saccharomyces
cerevisiae. Saccharomyces cerevisiae was chosen because the main mecha-
nisms and central transcription factors are well described. However there is
still a lot ORFs not described and the complexity of gene regulation is not
well known.

Additionally seven species were used for comparative pattern analysis.
Three out of other seven species are closely related to Saccharomyces cere-
visiae i.e. sensu stricto yeasts: Saccharomyces bayanus, Saccharomyces para-
doxus, Saccharomyces mikatae (Kellis et al. 2003). In addition, phylogeneti-
cally more distant Candida glabrata, Debaryomyces hansenii, Kluyveromyces
lactis and Yarrowia lipolytica were chosen (Dujon et al. 2004). The sensu
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stricto group we denote as Kellis dataset and the other four we refer as
Pasteur data.

The wide variety of yeasts were used to cover species diverged at various
timepoints in evolution and to make use of the idea that functionally active
non-coding sequences tend to stay conserved during the evolution (Duret &
Bucher 1997; Cliften et al. 2003). The evolutionary relationships between
the studied yeasts are shown in Figure 3.1.

Figure 3.1: Phylogenetic tree of yeast species derived from 25S rDNA se-
quences. The species used in the current thesis are underlined. The picture
originates from Dujon et al 2004.

3.1.1 Sequences

All the experiments were done using 600 base pair (bp) sequences immedi-
ately upstream from predicted or veri�ed open reading frames (thereinafter
upstream sequences or upstreams). The ORFs and upstream sequences

13



Table 3.1: Size and number of ORFs of yeasts
Species Genome size (Mbp) Chromosomes ORFs* Sequenced by

S.cerevisiae 12.2 16 6713 (Go�eau et al. 1996)
S.paradoxus 11.8 16 4788

(Kellis et al. 2003)S.mikatae 12.1 16 4525
S.bayanus 11.5 16 4492
C.glabrata 12.3 13 5283

(Dujon et al. 2004)
K.lactis 10.6 6 5329

D.hansenii 12.2 7 6906
Y.lipolytica 20.5 6 6703

* The estimated number of protein coding genes for Pasteur sequences.

for Saccharomyces cerevisiae were obtained from Saccharomyces Genome
Database (SGD). The sensu stricto ORFs were predicted by (Kellis et al.
2003) and the four distant species were predicted by (Dujon et al. 2004).

For most of the Saccharomyces cerevisiae ORFs at least one ortholog has
been predicted and about one third has 5 orthologs. The orthologs from
Pasteur data have quality descriptions 'weakly similar to ORF ' or 'similar
to ORF ' or 'highly similar to ORF '. In current analysis all the predictions
were treated as equal. The number of orthologs are given in the Table 3.2.

3.1.2 Previously known transcription factors and regu-
latory motifs

Information about transcription factors and their binding sites are gathered
into many databases (Wingender et al. 2000; Dwight et al. 2002; Zhu &
Zhang 1999; Teixeira et al. 2006; Peterson 2004). These databases describe

14



Table 3.2: The distribution of the number of orthologs for Saccharomyces
cerevisiae ORFs

Number of orthologs How many ORFs
0 162
1 116
2 168
3 444
4 798
5 1734
6 1378
7 506

the relations between motifs and transcription factors, as well as relations
between genes and regulators. Most of the databases incorporate only in
vivo or in vitro veri�ed binding sites and do not hold in silico predicted
motifs. However the BiGeR database contains the in silico predicted motifs
as well.

The known transcription factor target gene sets were extracted from
YEASTRACT database (Teixeira et al. 2006). For 143 di�erent transcrip-
tion factors there was 12328 relations to 4248 di�erent target genes. The
average number of target genes per transcription factor is 84.8. Maximum
number of target genes were connected to Arr1 (712) and least to Spt23,
Rds1, Otu1, Hpc2 (1). In average there is 2.9 relations to TFs per gene, with
maximum 20 TFs connected to YGR088W. Figure 3.2 displays a histogram
for known regulators per gene.

In the current project we used motifs from YEASTRACT and BiGeR
databases to compare the predicted motifs to previously known motifs (Teix-
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Figure 3.2: Histogram of known transcription factors per gene.

eira et al. 2006; Peterson 2004).

3.1.3 GO groups

In the current study we used all GO annotations except the very general ones
that are either the top nodes of the GO tree or have more than 670 genes
associated to it. The limit was set to 670 because larger GO groups are very
general, but smaller groups, like 'regulation of biological process GO:0050789',
may already share common regulatory motifs. We excluded 42 annotations
e.g. biological process GO:0008150, biological process unknown GO:0000004.
The gene groups describing the annotations consist of the genes belonging to
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the annotation itself plus the genes that belong to the annotation's children.
By default, not all the genes having speci�c annotations have the more gen-
eral annotations given. We used bottom-up annotation addition to get full
annotations for each gene and GO node. All annotations irrespective of the
evidence codes were used to annotate each GO group with maximum number
of genes.

We used 3977 di�erent GO groups with the size ranging from 1 to 658
genes. For the GO group size distribution, see Figure 3.3.

 1

 10

 100

 1000

 10000

 1  10  100  1000

N
um

be
r 

of
 g

ro
up

s

Number of ORFs in group

Number of S. cerevisiae ORFs in GO groups

Figure 3.3: The distribution of the size of the GO groups. The size of the
groups is highly variable
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3.1.4 Protein-protein interaction data

The interactions between proteins form stable complexes, many of these act
in transcription control or are parts of a cellular machinery like for example
the proteasome. In current thesis PPI data is used to relate proteins with
unknown or poorly described functions with more speci�c annotations. The
PPI data comes usually from yeast two-hybrid or tandem a�nity puri�cation
experiments. We use data from both types of experiments and do not prefer
one to another.

The three datasets used are Kemmeren (Kemmeren et al. 2002), Gavin
(Gavin et al. 2006) and Krogan (Krogan et al. 2006) that describe inter-
actions between 3334 di�erent ORFs. The Gavin and Krogan datasets are
from two independent tandem a�nity puri�cation experiments (Krogan et
al. 2006; Gavin et al. 2006). The Kemmeren dataset, on the contrary, covers
several datasets from yeast two-hybrid and TAP experiments that are veri-
�ed by expression analysis (Kemmeren et al. 2002). For the data source and
ORF numbers overview look at Table 3.3

Table 3.3: Protein-protein interaction datasets overview
Dataset Experiment type Data source Nr of ORFs

Kemmeren Two-hybrid; TAP (Gavin et al. 2002; Uetz et al. 2000; Ito
et al. 2001; Ho et al. 2002; Hughes et
al. 2000; Spellman et al. 1998; Roberts
et al. 2000; Chu et al. 1998; Travers et
al. 2000; Gasch et al. 2000)

1309

Gavin TAP (Gavin et al. 2006) 1709
Krogan TAP (Krogan et al. 2006) 2186

18



3.2 Pattern discovery

In this work we used SPEXS algorithm from Expression Pro�ler tool-set to
�nd overrepresented patterns in all of the analyzed datasets (Expression Pro-
�ler ; Vilo 2002; Vilo et al. 2000). SPEXS is a program for �nding common
patterns from input sequences using user de�ned background sequences.

While using the SPEXS we set the following parameters:

• -ms 1, the motif has to occur at least once in our input set

• -genorder 2, the patterns were generated by the most frequent �rst

• -binomial_prob 1.0e-04, the output pattern has to have a probabil-
ity less than 1.0e-04

The parameters were set to a low end with the aim of not losing any
true results. The primary results were later depleted using di�erent p-value
and occurrence �lters. The background sequences in the current project
were all Saccharomyces cerevisiae upstreams or, if we looked for evolutionary
conserved patterns, all the upstreams from eight yeasts.

3.3 Statistical evaluation

The statistical evaluation of pattern discovery is highly needed to exclude
the false positive motifs from the predictions. We used randomized data to
get the p-values of randomly occurring patterns and used these for �ltering
our original results.

Each of the result sets were �ltered with the p-value threshold to minimize
the false positive results. The threshold was calculated with expectation of
0.01% of results to be random. For most of the GO groups we believe to
have few if any real random motifs.
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Algorithm 1 Calculating p-value threshold Tg for input size g

Require: r > 0 {Number of calculation runs}
Require: g > 0 {Number of genes in input set}
Require: U {The set of all upstreams}
Require: p {The pre-de�ned p-value threshold for SPEXS}

P = [] {Declare empty array for storing values}
for all i ∈ (1, 2, ..., r) do

Ug,i = rand(g, U) {Create g random upstreams from all upstreams U}
Pg,i = SPEXS(Ug,i, p = 1.0) {Run SPEXS with random input and p-value
threshold = 1.0}
Pg,all = min(Pg,i) {Store the minimum p-value from SPEXS output}

end for
Tg = avg(Pg,all) {The average p-value from r runs for the input size g}
return Tg {Return p-value threshold Tg for input size g}

20



After having the p-value threshold from randomized data we �lter the
SPEXS output according to algorithm 2.

Algorithm 2 Filtering the SPEXS output
Require: g > 0 {The group size has to be bigger than zero}
Require: 1 ≤ Tg ≤ 0 {Signi�cance threshold for given group size g}
for group with size g do

use Tg threshold
for all patterns in group g do
if pattern p− value < Tg then

keep the pattern
else

remove it
end if

end for
end for
return g {Return all the important patterns}

3.4 Expansion of groups by PPI data

We know that protein complexes, like proteasome, are regulated by the same
factor. Knowing the protein complex speci�c regulatory motif we are able to
�nd other proteins that could be members of these complexes. A contrary
hypothesis can be stated: if genes interact and share a common motif then
they can be regulated by the same factor. To study this idea we propose an
expansion algorithm 3.

This approach can be applied at various datasets e.g. GO groups or
known transcription factor target sets. With this method we are able to �nd
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Algorithm 3 Expansion of gene groups by PPI data
Require: G {GO group}
Require: I {All PPI pairs}
Require: m {GO speci�c regulatory motif}

G′ = [] {Declare empty array for expanded GO group}
C = [] {Declare empty array for genes that interact with genes inside GO
and have the same m pattern}
for all g ∈ G do
{For all genes in GO group}
g → G′

{Add g to expanded GO group}
if (g,i) ∈ I then
{If there exists an interaction between g and i}
i → G {Add i to expanded GO group}
if upstream(i) =∼ /m/ then
{i has GO speci�c motif in the upstream}
i → C {Add i to possible GO candidate genes}

end if
end if

end for
return (C,G′) {Return expanded GO group G′ and group of interacting
ORFs that share input motif C}
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putative members of input sets based on protein-protein interactions and
common regulatory motifs.

23



Chapter 4

Results

The regulatory complexity of an organism can be studied step by step. One
of the �rst steps is to �nd relatively simple relations between regulators and
their targets. The regulators can be transcription factors that act alone or
through protein-protein interactions. The targets can be genes having previ-
ously described binding with the factor or genes acting similarly in expression,
having similar GO annotations or interacting with each other. In the current
thesis we look at the both type of, known and non-veri�ed, targets.

4.1 Randomization

It is easy to make lots of predictions on functions, binding sites, relations
between genes etc with in silico methods. The important step is evaluation of
the predictions to exclude as many false-positive results as possible, keeping
still most of the true-positives. The extensively used approach is to estimate
the false-positive rate by using random data.

In the current thesis we randomized the upstream regions into groups
of various sizes. The group sizes were taken the same as the size of real

24



target sets. Using the pattern discovery approach on the random groups we
calculated the thresholds to �lter the primary results. The limit between the
random and non-random motifs were calculated from the average p-value of
the best motifs from ten motif discovery runs. The method for randomization
is described in previous section 3.3 with algorithm 1.
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Figure 4.1: p-values from real and random data with the input size of 160
genes

The comparison of the p-values for real and random set is given on the
Figure 4.1. The given �gure illustrates the distribution of p-values for motifs
discovered from group size of 160. From the graph we can conclude that the
best motifs from the real dataset have approximately 1020 smaller p-values
than the motifs from random data. We do believe that such a di�erence
between the random and real data supports the trustworthiness of the best
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motifs from real datasets.
The random p-values are between 9.1e− 05 and 9.3e− 06. The p-values

for di�erent group sizes do not di�er much, with an average of 3.9e−05. The
distribution of the p-values for di�erent group sizes is illustrated in Figure
4.2.
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Figure 4.2: P-values from random data for each GO group size

The p-values for each group sizes were used in the following steps to �lter
out the non-random signals. In the next steps of analysis we considered true
motifs only the signals that had p-values lower than the random threshold
for given group size.
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4.2 Pattern discovery for known transcription
factors' target groups

Many of the transcription factors have already been identi�ed with their
relative binding sites (Dwight et al. 2002). The in vivo and in vitro meth-
ods like DNA footprinting or ChIP-on-chip have given more or less speci�c
binding sites for most of the factors. Still there are TFs with a number of
known target genes and uncharacterized binding sites. These groups of tar-
gets and TFs are very challenging datasets for bioinformatics and especially
for pattern discovery methods.

During the project we used target gene sets for 143 transcription factors as
described in previous section 3.1.2. Each of the group was analyzed with two
datasets. The �rst set consisting only Saccharomyces cerevisiae upstreams
and the second with the addition of orthologous upstreams. The motifs were
�ltered with the random threshold and only putatively non-random signals
were analyzed further. For 138 TFs we could �nd at least one motif with the
p-value smaller than the random threshold.

We found 7381 patterns for the 143 TFs, 2020 of them are distinct 1. For
almost half of the TFs we are able to �nd the known motif as the strongest
from our prediction. In some cases we were able to �nd a motif for a tran-
scription factor that did not had any motif related before.

The best example is Gat3 with very strong motif TACTTCGAAGC in
Saccharomyces cerevisiae (p-value 1.6e − 26) that is also conserved in or-
thologs (p-value 2.1e− 31). The motif is not characterized in the databases
before. From the Gene Ontology datasets we �nd that the motif overlaps

1Distinct - edit distance is at least one and motif is not a sub-motif for another motif
(e.g. CACGTG and CTCGTG are distinct but CACGTG and CACGT are not)
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well with telomerase-independent telomere maintenance (BP) and helicase
activity (MF) speci�c motifs. The Gat3 is not well characterized transcrip-
tion factor. Based on our results we propose that it can be related to the
regulation of the genes with helicase activity taking part in telomere main-
tenance.

We were able to �nd motifs for other weakly characterized transcription
factors as well. The newly found signals quite often overlap with already
known motifs belonging to well described TFs. This suggests that these
transcription factors can act as protein-protein complexes for example. For
more results look the Table 1 in Appendix.

4.3 Pattern discovery in GO dataset

The Gene Ontology is a major knowledge base of biological data. The GO
annotations relate genes with similar molecular function, genes participating
in the same biological process and genes having the same location in the cell.
All the annotations describe a small subset of all the genes. The subsets can
often be regulated by the same transcription factors.

The fact that functionally related genes can be regulated by same regu-
lators has been used earlier to �nd function speci�c regulatory motifs and
to relate these to known transcription factors (Kellis et al. 2003; Cliften
et al. 2003). In the current project we look for overrepresented patterns
for each GO group. The groups are analyzed similarly to TF target sets.
Both Saccharomyces cerevisiae and orthologous sequences are used to detect
interesting motifs.

For 2704 GO groups out of 3977, we found at least one pattern below the
SPEXS threshold 1.0e − 04 and 2006 groups remain after �ltering out the

28



GO groups with all patterns having better (i.e. smaller) p-value than the
random threshold.

The GO groups with patterns having the smallest p-values are often cov-
ering a small subtree from the GO tree. This was however expected with
our bottom-up annotations, i.e. if the most speci�c GO group has highly
overrepresented patterns, then these patterns occur more frequently than
random in the more general parent GO groups as well. Usually in this case
the p-value gets worse (i.e. increases) while going up to root in the GO tree,
indicating that the motif was child-node speci�c.

In the set of top 100 GO groups with the top p-values the following GO
annotations are represented in the Table 4.1. The GO groups showed in the
Table 4.1,ranking between 10 and 100, are the �rst groups for each TF motif.
If there is several groups with the same (sub)motif, then only the �rst GO
group is shown.
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4.4 Expansion of GO groups by PPI

The Gene Ontology groups were expanded based on the protein-protein inter-
action data from Kemmeren, Gavin and Krogan datasets described in 3.1.4.
Expanding the group with interacting proteins gives us hints about the pro-
teins both in and outside of the group. The example of GO:0008652 amino
acid biosynthesis expansion by PPI and the additional information of Gcn4
binding site TGACTC is illustrated in Figure 4.6

The genes belonging to the GO group are noted as rectangles and proteins
interacting with them are shown as circles. If a gene has the TGACTC motif
in the upstream, then the �gure is colored red. On the picture one can
see that there are two proteins interacting with the GO members and share
the Gcn4 motif - YLR058C and YDR172W. The �rst protein is part of a
lysine degradation and glycine, serine and threonine metabolism pathways
and related to amino acid metabolism. Therefore the protein could be a
target of Gcn4 TF and belong to this GO group as well. The second protein
has translation termination function and about this protein we have currently
no clue if it could be regulated by GCN4 or does it have a function related
to amino acid biosynthesis.

4.5 From protein-protein interactions to regu-
latory motifs and GO annotations

Previously we showed how known GO group can be expanded with PPI
and known regulatory motifs. In this step we show how to start analyzing
genes from the opposite direction. As we have mentioned earlier, interacting
proteins are often regulated by the same transcription factor. We also showed
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that genes with common regulator share similar motifs in their regulatory
regions and often interact with each other. With this knowledge we can
show how to examine genes that interact with each other.

Using the Kemmeren protein-protein interaction data we look for groups
of genes that interact with each other and form connected graphs (PPI
graphs). The ORFs are divided into groups recursively starting from a ran-
dom ORF.

The groups are then searched for non-random Gene Ontology annota-
tions with GOSt tool set (Reimand 2006). For each of the PPI graphs the
GO annotations that have the probability less than random threshold are
kept. The sets of ORFs are then taken as input for pattern discovery step
with SPEXS to look for potential regulatory motifs. In this step of pattern
discovery we look for non-discrete motifs. We allow wildcard2 positions in
the motifs, at most 2 wildcards per motif. The motifs are sorted by their
p-values increasingly and the motif with the smallest p-value at the given
input size is taken.

4.5.1 Pipeline example

A set of ORFs without any previous knowledge is analyzed. The input size
is 5 ORFs: YER099C, YKL181W, YBL068W, YHL011C, YOL061W. The
ORFs are connected with each other in the following way, Figure 4.3. The
�ve ORFs make connected graph because they are pairwise connected.

The input set is analyzed with Gene Ontology tool GOSt (Reimand 2006).
The tool is used to �nd all GO annotations mapping the input ORFs. The
annotations with probability value smaller than GOSt analytical threshold
is given in the output. From the Figure 4.4 we can see that the best GO

2wildcard is a special character representing more than one character
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Figure 4.3: The connected graph of input ORFs. The arrows indicate the
known interactions between genes

annotation is GO:0004749 ribose phosphate diphosokinase activity.

From the pattern discovery we �nd 3 motifs occurring in all input se-
quences. The motif with the smallest p-value is taken into further analysis.
In this case it is AATG.TTA, where . denotes the wild character i.e. A, C,
G or T can be at that position.

The pattern can be matched back to all Saccharomyces cerevisiae up-
stream sequences to check if the pattern is highly speci�c to the input set or
it belongs to some more general GO node.

The expression dataset can be checked to evaluate the potential co-
expression of the ORFs belonging to the connected graph set. One still has
to keep in mind that the Kemmeren dataset had already veri�ed the data
with expression analysis, so a similar expression should be no big surprise,
but rather an expected result.
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Figure 4.4: The GO annotations for the 5 ORFs with GOSt tool (Reimand
2006). The bottom line on the �gure describes the most relevant GO anno-
tation for the input set
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From the Figure 4.5 we can see that the expression of the interacting
ORFs is very similar in various stress conditions (Gasch et al. 2000).

The motif has no relationships to any GO annotations and is not known
regulatory motif before. The very similar expression clusters suggest that the
proteins might be regulated by a same factor and work in protein complexes.

We checked from the literature that the our analyzed genes are �ve phos-
phoribosyl diphosphate synthase-homologous genes. These genes have been
previously described as proteins being active only in a complex of at least 3
subunits out of 5 (Hove-Jensen 2004).

4.6 Web-tool Gviz-PPI

The method for expansion a group of genes by addition of interacting pro-
teins is incorporated to a web-tool Gviz-PPI and is publicly accessible at
http://bioinf.ebc.ee/u/peterson/gviz/. The tool allows to input a set
of Saccharomyces cerevisiae ORFs and a motif to �nd out all the interactions
the input gene set has in Kemmeren, Gavin and Krogan datasets. The ORFs
that have input motif in their upstream regions are visualized to give a fast
and easy overview of the data. It is possible to use regular expressions for
the motifs e.g. to use motif like TGA.TC. The tool is implemented in Perl
and visualization is enabled by the Simple Web Object Graphics language
SWOG (Hansen 2005).

4.7 Data update to BiGeR

The BiGeR database incorporates data about Saccharomyces cerevisiae tran-
scription factor binding sites, both predicted by bioinformatics methods and
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from the wet-lab experiments (Peterson 2004). In the database the TFBS are
described as regular DNA motifs, regular expressions, consensus sequences
or with position weight matrices. The binding sites are related to known
transcription factors and genes they regulate, if the relations are known.

With the previously described analysis a number of binding sites get addi-
tional descriptions and relations from GO. The updated motifs contribute to
more deeper knowledge in the database and help to distinguish more relevant
patterns for each transcription factor.

From GO pattern discovery motifs that had p-value smaller than 1.0e−07

were considered as interesting. The even stricter p-value threshold was chosen
because of the large number of motifs with p-values around random threshold.
The motifs chosen for BiGeR update should be more reliable. The motifs
were then �ltered to �nd distinct motifs. Finally 700 distinct motifs with 5714
connections to 178 di�erent GO annotations were added to the database.

The updated and newly discovered regulatory motifs have been made
publicly available in the BiGeR database at http://bioinf.ebc.ee/biger/.
An example output of a query describing TGACTC motif is given in Figure
4.7.
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Figure 4.5: The clustering based on stress response (Gasch 2000)
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Figure 4.6: The expansion of GO:0008652 using Gcn4 motif TGACTC. The
rectangles are ORFs belonging to the GO group, the circles are interact-
ing proteins. The red ful�l indicates that the TGACTC pattern is in the
upstream region of the ORF
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Figure 4.7: BiGeR output of all patterns matching known Gcn4 binding site
TGACTC. The top motifs come from various in vivo and in vitro analyzes.
The last two rows describe motifs from ChIP-on-chip and Gene Ontology
speci�c data
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Chapter 5

Discussion

Combining various data sources like protein-protein interactions with known
TF binding sites or with Gene Ontology data we are able to verify the con-
nections between data sources, make new function or annotation predictions
and gain additional knowledge about the complex mechanism of a cell. In
the current scienti�c world there is huge data abundance and therefore a lot
of e�ort has been made to combine the data and �nd the reliable connections
between methods and datasets.

In the current thesis we looked at regulatory motifs with the help of
protein-protein interactions, Gene Ontology and known transcription factor
target sets. Firstly, we were able to �nd the previously known motifs, which
assured that our methods are working well. The large scale analysis on Gene
Ontology gave us a great amount of motifs related to one or many ontologies.

With the help of known facts like Gcn4 is the main regulator of amino-
acid biosynthesis and knowing the binding sites for Gcn4, we could verify the
known ontology speci�c motifs and start to predict the unknown.

The new patterns were predicted with SPEXS algorithm and related to
GO nodes. The probable motifs were �ltered with random p-value distri-
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butions. With a very small false-negative approximation we were able to
�nd GO speci�c motifs for almost half of the input annotations. Few of the
groups were analyzed more deeply and veri�ed with the data from previously
published studies.

We found several clusters of motifs that di�er by one or two bases. The
changes of the binding sites may a�ect the binding a�nity of TF. For example
changes in proteasome speci�c motif GTGGCAAA are related to changes in
gene expression similarity (data not shown).

The protein-protein interaction datasets gave us a possibility to use the
previously known fact that interacting proteins tend to be regulated by the
same factors and have alike functions with the pattern discovery and GO
annotations to expand the GO groups.

The GO group expansions were made to �nd genes that do interact with
the members of the GO group, but do not have the relationship with the
annotation. We used putative regulatory motifs to describe the interacting
proteins and add them as possible members of GO groups.

In many cases we saw that same motif belongs to di�erent GO groups.
If the groups belong to the same GO subtree, then this is observation is
expected. We think it would be interesting to look for motifs that belong to
not connected GO annotations.

In the future work we propose to use less discrete patterns to describe
the GO groups, because of the variability of binding sites for the TFs. The
usage of position weight matrices or regular expressions will make it easier
to describe similar motifs in a compact way. The datasets could be �ltered
according to some quality thresholds, e.g. GO evidence codes or the similarity
of orthologous genes. The datasets would be smaller but the predictions could
be more reliable. The protein-protein interactions could be �ltered according
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to the expression dataset to have more trustworthy data i.e. to use the same
approach as Kemmeren et al (Kemmeren et al. 2002).
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Chapter 6

Conclusions

The combination of datasets, methods, quality assessments is a real challenge
in current bioinformatics. A big number of datasets can give lots of infor-
mation about the topic, however it can be hard to �nd the most important
data and relations from it. We combined data with evolutionary background,
pattern discovery, the functional annotations from GO and protein-protein
interactions to develop methods and pipeline for large scale analysis of tran-
scriptional regulation in Saccharomyces cerevisiae . The pattern discovery
step was quite successful and the usage of random data and phylogenetic
data helped to deplete the probable false-positive results even more. The
PPI data gave us hints about ontologies that could be expanded and how to
predict functions to unknown proteins.

The outcome of the thesis is knowledge about how to combine relevant
data sources to understand better the transcription factor binding sites and
the complexity of the regulatory mechanism. We propose a few approaches
towards the function prediction and describe a large variety of putative reg-
ulatory regions.
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Summary

We know the whole genome of Saccharomyces cerevisiae for 10 years already.
The baker's yeast has been studied extensively and thoroughly, but still not
all the genes and molecular mechanisms of this fairly simple eukaryote has
been described. The challenge for understanding this one cell organism is
more and more drifted to bioinformatics. The large datasets covering di�er-
ent aspects of regulatory mechanisms and regions have been published and
the main challenge nowadays is to to put all the information together, to
connect the small pieces of this huge puzzle.

In this thesis we gave an overview of the possibilities to join the widely
used and up-to-date source of Gene Ontology, the sets of protein-protein
interactions and pattern discovery methods. The approaches were used to
study the connections one can �nd between the sets, to make predictions of
regulatory motifs and widen the Gene Ontology groups.

We were able to show how to �nd GO speci�c putative regulatory motifs
using PPI data or how to broaden the known GO annotation based on PPI
and known regulatory motifs. These experiments helped us to understand
the ways how one can start annotating functions or regulatory regions from
a set of genes with a little or no previous knowledge.

The thesis gave a glimpse of the complexity of connecting large datasets,
analyzing the results and predicting new knowledge. The data sources grow
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rapidly, so there will be more and more challenges to solve with a similar
approach.
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Summary in Estonian

Saccharomyces cerevisiae regulatoorsete motiivide
ennustamine ja kirjeldus

Saccharomyces cerevisiae genoom sekveneeriti juba kümme aasta tagasi.
Hoolimata pagaripärmi põhjalikust teaduslikust uurmisest viimase kahe küm-
nendi jooksul on siiski paljude geenide ja molekulaarsete mehhanismide funk-
tsioonid teadmata. Eksperimenditulemuste üha suurenev kasv loob võimalusi
bioinformaatika laialdaseks kasutamiseks funktsioonide ennustamisel. Tä-
napäeva bioinformaatika suurimaid väljakutseid on erinevate andmehulkade
sidumine nii, et kõik kokku moodustaks tervikliku pildi rakus toimuvast.

Käesolevas töös anti ülevaade kuidas siduda laiadlaselt kasutusel olevat
geeniontoloogia andmestikku, valk-valk interaktsioone ning mustrite otsimis-
meetodeid. Töös loodi seosed andmestike vahel ning kasutati neid regula-
toorsete motiivide ennustamiseks ning geeniontoloogiate laiendamiseks.

Töös on toodud näited, kuidas kasutades valk-valk interkatsioone on
võimalik leida regulatoorseid motiive. Samuti, kuidas laiendada geenion-
toloogiaid spetsii�lisi regulatoorseid motiive ning valk-valk interaktsioone
kasutades. Teostatud eksperimendid aitasid leida viise annoteerimaks funkt-
sioone või regulatoorseid regioone kasutades vähest varasemat teadmist sisend-
geenide hulga kohta.

Antud töö andis lühiülevaate suurte bioloogiliste andmehulkade sidumise
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keerukusest, analüüsivõimalustest ning uue teadmise ennustamisest. Andme-
hulkade jätkuva kasvu taustal on kindlasti kirjeldatud teadmistest ja mee-
toditest edaspidises uurimistöös kasu.
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