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I. INTRODUCTION 

Search for new optically active materials is one of the most active and rapidly 
developing directions in contemporary science. Scientific community 
throughout the world attempts to design new optoelectronic devices such as 
electroluminescent displays [1], photovoltaic cells and organic light emitting 
diodes (OLEDs) [2], and optical sensors [3].  

Possible applications of newly synthesized material to a large extent are 
determined by its molecular properties. For example, in the case of LEDs and 
electroluminescent displays the main role is played by the HOMO (Highest 
Occupied Molecular Orbital) and LUMO (Lowest Unoccupied Molecular 
Orbital) energy levels, as well as by the linear absorption coefficients 
(absorption spectrum). If the material is supposed to be used in the nonlinear-
optics (NLO) applications, then the nonlinear parameters, like the second and 
third order hyperpolarizabilities, play crucial role. Among numerous non-linear 
materials, organic systems for NLO applications are extensively studied as they 
can be tailor-synthesized and have strong optical nonlinearities [4]. 

The design of new optically active materials can be substantially aided by 
quantum-chemical calculations, which can provide the user with reliable 
information about the structure, electronic, optical, elastic, and non-linear 
optical properties of the material in question. With this information, one can 
explain the observed experimental results, predict certain characteristic features 
of new compounds and set directions of efficient search for new improved 
materials. Provided that the computational chemistry is more and more widely 
applied in all the branches of substance/material design, it is reasonable to 
expect that its importance will grow alongside computational power available to 
researchers, which has been growing exponentially in the last decades. As a 
result, in the molecular calculations a large number of atoms (50 or more) is no 
longer an issue from the point of view of computational efforts.  

Since the optical properties of chemical substances are directly resultant 
from their molecular structure, the quantum-chemical study can help scientists 
interpret the experimental data, structure-property relationship in particular. 
Additionally, examining theoretical predictions of molecular properties of new 
compounds together with organic chemist’s intuition can accelerate search for 
new materials. Thus, computational chemists frequently cooperate with 
“traditional” specialists in organic chemistry which often leads to common 
publications, such as those this thesis comprises of. 

Even though exact prediction of molecular parameters such as orbital 
energies or hyperpolarizabilities are rarely obtained from quantum-chemical 
simulations, the computational chemistry methods usually successfully re-
produce their relative values in a series of compounds [5], as will also be 
demonstrated in this thesis. 
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The main aims of the present work were as follows: 
 Theoretical description of absorption spectra of new chromophores from 

pyrazoloquinoline group using three different semi-empirical methods 
 Application of quantum-chemical computer simulations to modeling solvent 

influence on optical properties of fluorine-substituted pyrazoloquinoline 
derivatives. The chosen method is Time-Dependent Density Functional 
Theory supplemented with Polarizable Continuum Model of solvation 
effects. 

 Quantum-chemical simulations of new optically active substances from the 
pyrazine group, including molecular orbital energies, energy gap and 
dynamic hyperpolarizability in relation to experimental data obtained from 
electrochemical and non-linear optics experiments. 

 
In all considered cases the quantum-chemically derived results were validated 
with corresponding experimental data; agreement between them was discussed 
in details. Computational chemistry methods were shown to be a useful tool in 
all the cases presented in this work. As such, they can be applied to aid design 
of new optically active materials with desirable properties. 
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2. GENERAL BACKGROUND:  
OBJECTS OF RESEARCH 

2.1. Structure and application  
of the studied chromophores 

2.1.1. 1H-pyrazolo[3,4-b]quinoline derivatives 

1H-pyrazolo[3,4-b]quinoline is an organic optically active substance containing 
aromatic moieties of pyrazole and quinoline (Figure 1). For the sake of 
simplicity it will be abbreviated hereafter PQ. It was first prepared by Tomasik 
over 80 years ago [6], but optical properties of PQ derivatives were not studied 
until recently. They are known to exhibit good fluorescent properties with 
emission ranging from blue to yellow, depending upon the substituents [7, 8] or 
solvent [9, 10]. PQ derivatives gained considerable attention due to their 
potential application in optoelectronic devices [11, 12].  
 

 
 
Figure 1. Structure of 1H-pyrazolo[3,4-b]quinoline (PQ). 
 
 

As side substituents are known to significantly change properties of the PQ 
chromophores, fluorine-substituted derivatives were chosen for research (Figure 
2, Figure 3). It was of particular interest to establish how a small, but strongly 
electronegative atom influences optical spectra of the new chromophores. 

The central part of the PQ molecule is an aromatic moiety with delocalized 
π-electronic system. Addition of side substituents affects properties as HOMO 
and LUMO energy levels, the effect depending upon whether the substituent is 
electron-donating or electron-withdrawing, as well as whether its electronic 
system can conjugate with the central part leading to further delocalization.  
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Figure 2. Structural formulae of  
1-(4-fluorophenyl)-3,4-diphenyl-1H-pyrazolo[3,4-b]quinoline (PQF1), 
3-(4-fluorophenyl)-1,4-diphenyl-1H-pyrazolo[3,4-b]quinoline (PQF3) and  
4-(4-fluorophenyl)-1,3-diphenyl-1H-pyrazolo[3,4-b]quinoline (PQF4). 

 
Figure 3. Equilibrium geometry of PQF4. Other PQ derivatives depicted in the thesis 
differ in F atom position (green). 
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2.1.2. Dicyanopyrazine – derived donor-π-acceptor 
chromophores 

An organic molecule exhibiting strong NLO properties typically consists of 
electron donor (D) and electron acceptor group (A) connected by a -conju-
gated system, which allows for intramolecular charge transfer between the 
donor and acceptor moieties. Such structures are often referred to as D--A or 
push-pull systems where acceptor group “pulls” electrons from “pushing” 
donors through a “corridor” [4]. Nonlinear responses of the chromophores 
depend upon each of the elements comprising them – acceptors, donors and 
conjugated linkers [13]. 

A new set of substances based on pyrazine was chosen for study in search of 
new NLO-phores. In these molecules (Figure 4) the trimethylamino groups are 
electron-donating, cyano groups electron-accepting groups and a phenyl rings 
either conjugated via ethynylene moiety or unconjugated serve as π-linkers. 

 

 
 
Figure 4. A general structure of a X-shaped pyrazine-based chromophore. 
 
 

From organic chemists’ intuition and experience it can be predicted that such 
chromophores are good candidates for Nonlinear Optics (NLO) applications. It 
is thus crucial that a relationship is established between the D--A structure of 
the NLO-phore and its properties. The computer Coupled-Perturbed Hartree-
Fock (CPHF) simulations can help establish this relationship and once proven 
successful they can aid preparation of new NLO materials at an early design 
level, which was motivation for the work presented in Publication III. 

As depicted in Figure 5 using one of the substances from Publication III as 
an example, absorption of a quantum of light which induces an electron 
excitation from Highest Occupied to Lowest Unoccupied Molecular Orbital 
(HOMO to LUMO) at the same time changes drastically the charge distribution 
in the molecule. 
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Figure 5. Intermolecular Charge Transfer in one of the studied molecules.  
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3. METHODS OF CALCULATIONS 

3.1. Introduction 

Computational chemistry is a branch of theoretical chemistry (or physics) which 
describes properties of molecules and macromolecular structures by solving 
appropriate equations using computers. The equations can be based on first 
principles (ab initio methods). The equations solved are then in fact the 
Schrödinger equation with necessary approximations. They can also be purely 
empirical (molecular mechanics), in which case a complete set of experi-
mentally derived parameters needs to be known in order to produce useful 
results. Finally, the approach to the modeling can be intermediate between ab 
initio and empirical: semi-empirical and DFT methods are the most widely used 
examples. As a general rule the more empirical parameters a method uses, the 
faster it is, but the less accurate as well, because the simplifications made 
constrain its ability to describe certain phenomena. The extreme example is 
Molecular Mechanics, which treats a set of atoms as spherical objects connected 
by springs; the spheres’ radii and spring constants are the empirically derived 
parameters used. It is extremely fast compared to the ab initio, or even semi-
empirical methods, but at the same time Molecular Mechanics is incapable of 
reproducing any molecular properties involving electrons. The ab initio 
methods are, on the contrary, accurate, and virtually all molecular properties 
can be addressed by them, but at substantially increased computational cost, and 
as such they cannot be applied to large systems even with the use of super-
computers. For this reason most of the publications published contemporarily 
use either semi-empirical or DFT methods as a reasonable compromise between 
model accuracy and computational cost, and so does this thesis. Figure 6 below 
shows relation between different classes of the quantum chemical compu-
tational models and indicates directions of the calculating speed and compu-
tational accuracy increase.  

Computational chemistry simulations are not only a tool to interpret experi-
mental data. When a correct approach is specified for the studied group of 
compounds, it is possible to predict properties of a new substance solely by 
computer simulations. Quantum-chemists are frequently employees of pharma-
ceutical companies; as such they have to be able to predict which substances are 
most probable to be effective drugs. Even if they are not always correct in their 
predictions, just by eliminating the least probable drugs quantum-chemical 
simulations reduce empirical research which in pharmaceutical industry is 
extremely expensive and time-consuming. 
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Figure 6. Schematic classification of the main groups of modern quantum-mechanical 
methods used for description of various properties of molecules. 
  
 

The theoretically derived results in vast majority of cases need to be at least 
partially verified experimentally, but the current state of computational che-
mistry allows to speculate that in the future more and more experimental work 
will be replaced by simulations. What once was just another science-fiction 
idea, can soon become reality, just as it has previously happened with airplanes, 
space travel, mobile (video)phones and last but not least, computers. 

A detailed description of computational chemistry methods can be found in 
many articles [14, 15] and books [16,17] devoted to this subject. As this thesis 
concentrates on practical applications of computational chemistry methods in 
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predicting optical properties of the chosen chromophores, and also due to space 
limitations, this chapter contains only a brief overview of quantum chemistry 
principles and computational methods used by the author. 

The chapter also contains a short description of quantum-chemistry 
programs used and information about free of charge licensed use of some of 
them. 
 
 

3.2. Basic principles and approximations 

The basic principle describing quantum systems is the Schrödinger equation: 
 
 HΨ௜(ܴ, (ݎ = ,ܴ)௜Ψ௜ܧ  (3.1) (ݎ
 
Where Ψi(R,r) is a wavefunction of the system dependent on both electronic 
variables (r) and positions of the nuclei (R), H is the energy operator 
(Hamiltonian) and Ei is the total energy of the system, or the eigenvalue of the 
H operator. The index i denotes possible solutions of the equation, or, on other 
words, allowed quantum mechanical states of the system.  
The Hamiltonian of the system can be written as: 
ܪ  = − ∑ ℏଶெೖ ௞ଶߘ −௞ ℏଶ௠೐ ∑ ௜ଶߘ +௜ ଵଶ ∑ ௓ೖ௓೗௘మ|ோೖିோ೗| +௞ஷ௟ ଵଶ ∑ ௘మห௥೔ି௥ೕห + ∑ ௓೔௘మ|௥೔ିோೖ|௜,௞௜ஷ௝  (3.2) 

 
where the operators used are the nuclei kinetic energy, electrons kinetic energy 
and potential energy operators of electrostatic interaction: nucleus-nucleus, 
electron-electron and electron-nucleus, respectively.  

As the masses of the nuclei are several orders of magnitude larger than the 
mass of an electron, they move very slowly compared to electrons. Thus, they 
can be regarded motionless, and as a result the Schrödinger equation can be 
separated with respect to R and r variables. This approach is known as the Born-
Oppenheimer approximation [18]. It allows one to separate a system into two 
subsystems: fast moving electrons and “frozen” nuclei. These subsystems are 
described by two separate equations, i.e.  
 
nuclear: 
(ܴ)୒ϕேܪ  =  ௧௢௧ϕே(ܴ) (3.3)ܧ
 
 

− =୒ܪ  ∑ ℏଶெೖ ௞ଶߘ + ଵଶ௞ ∑ ௓ೖ௓೗௘మ|ோೖିோ೗| + ௞ஷ௟(ܴ)ܧ  (3.4) 

 
and electronic: 
 
,ܴ)ψ௘ୣܪ  (ݎ = ,ܴ)௘ψ௘ܧ  (3.5) (ݎ
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− =ୣܪ  ℏଶ௠೐ ∑ ௜ଶߘ + ଵଶ௜ ∑ ௓೔௘మห௥೔ି௥ೕห + ∑ ௘మ|௥೔ିோೖ|௜,௞௜ஷ௝  (3.6) 

 
in which R is a parameter, not a variable. The wave functions ϕN and ψe are 
called the nuclear and electronic wavefunctions, respectively. The nuclear 
Hamiltonian also includes electronic system energy dependent on nuclear 
positions E(R) which is a constant value for any defined set of nuclear posi-
tions. As the Born-Oppenheimer energies must be equivalent to the total energy 
of the system, the Ψ wavefunction can be treated as a product of the ϕN and ψe: 

 

ߖ  ≈ ϕ୒(R)ψୣ(R, r) (3.7) 
 
If this wavefunction is introduced into the Schrödinger equation 
 
 Hϕ୒(R)ψୣ(R, r) = ,ϕ୒(R)ψୣ(Rܧ r) (3.8) 
 
And integrated over electronic coordinates, it yields an equation describing the 
movement of the nuclei: 
 

 ቂ ℏଶஜ ோ߂ + ௔ௗேܧ + ௘(ܴ)ቃܧ ϕ୒(R) = Eϕ୒(R) (3.9) 

 
Where ΔR is the Laplacian operator acting upon the nuclear coordinates, Ee(R) 
is the electronic energy of a particular nuclear positions and EadN is an average 
value of nuclear kinetic energy operator. 
 
(ܴ)௔ௗேܧ  = ׬ ߰௘∗ ேܶ߰௘ ݀߬ ≪  ௘(ܴ) (3.10)ܧ 
 
Omitting EadN yields the Born-Oppenheimer approximation. It gives reasonable 
solutions of the Schrödinger equation only for systems containing several 
electrons. Practical applications of computational chemistry require another 
approximation: the Hartree-Fock approach. The multi-electron wavefunction for 
a system of N electrons is assumed to be a product of single electron wave-
funtions called a spin-orbital: 
 ߰௘ = ߮ଵ(1)߮ଶ(2)߮ଷ(3) … ߮ே(ܰ) (3.11) 
 
Each electron in the system is described by a spin-orbital which is a function of 
the spin (α, ) and spatial coordinates (ϕi): ߰௘ = ,(ݏ)ߪ(ݎ)߶ ߪ = ,ߙ . There is 
no interaction between spin-orbitals assigned to identical (impossible to 
distinguish) electrons. In order to satisfy all the mathematical requirements for 
an electron-describing wavefunction, it is convenient to define it as a 
determinant of a matrix: 
 

6
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 ߰௘ = ଵ√ே! ൦ ߶ଵ(1) ߶ଵ(2)߶ଶ(1) ߶ଶ(2) ⋯ ߶ଵ(ܰ)⋯ ߶ଶ(ܰ)⋯ ⋯߶ே(1) ߶ே(2) ⋯ ⋯⋯ ߶ே(1)൪ (3.12) 

 
The coefficient 1/√ܰ! is a normalization coefficient, ensuring that the sum of 
all electrons in an N-electron system is equal to N. Such a form of represen-
tation of the many-electrons wavefunction is known as the Slater determinant. It 
automatically satisfies the Pauli exclusion principle, which forbids two or more 
electrons have identical sets of quantum numbers (is a square matrix has two 
identical columns, its determinant – and the wave function in the above re-
presentations – is equal to zero).  

In principle, instead of solving the interaction equations between each pair of 
electrons, each electron is considered to be placed into the effective potential 
created by the nucleus and the remaining (N-1) electrons. Once the effect of the 
electron field is included in the electron’s description, the algorithm moves to 
the next one (which is in effective potential of all other electrons, including the 
one changed in the previous step) and the iterative process continues until 
convergence is achieved, i.e. the electrons form Self Consistent Field (SCF). 
 
 

3.3. Overview of computational methods 

3.3.1. Molecular Mechanics 

Molecular Mechanics is a purely empirical approach to molecular systems. It 
treats atoms as material spheres and chemical bonds as “springs” connecting 
them. It relies on a set of empirical parameters including sphere radius, atom 
mass, “spring” equilibrium length and constant. The calculations are based on 
Newtonian dynamics and Hooke’s law.  

A short summary of the main assumptions of Molecular Mechanics can be 
given as follows: 
 each atom is represented as a single sphere with a certain radius (van der 

Waals radius, for example), polarizability and electric charge (which can be 
either obtained from chemical formula, or considered as an additional para-
meter); 

 distance between the atoms is considered to vary around the equilibrium 
(calculated or experimental) bond length; 

 interactions between atoms are described by the Hooke’s law; as such, 
knowledge of force constants is required for each type of atomic pairs in a 
molecule’ 

 only interaction with the nearest neighbors is considered. 
 
Molecular Mechanics has one main advantage: computational speed. It is 
extremely fast compared even to semi-empirical methods, not to mention DFT 
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or ab initio. It has, however, a number of disadvantages. Even though it is able 
to produce good approximation of equilibrium geometry (when electron-
electron interactions are not playing significant role), its applications remain 
limited and as an over-simplified model it does not give a deep insight into 
many molecular properties. As the model does not even acknowledge existence 
of electrons, it is not able to produce any electron-related results, and it fails to 
properly optimize equilibrium geometries of molecules containing π-electron 
subsystems, sometimes twisting aromatic rings out of planarity*. Nonetheless, 
Molecular Mechanics model with MM+ force field [19] was used in geometry 
optimization in Publication I as it had been reported to yield a reasonably good 
results for similar systems in the past [20]. In many cases Molecular Mechanics 
owing to its speed remains the only reasonable choice of computational method, 
for example for systems comprised of thousands of atoms or molecular 
dynamics, where other methods would not produce any results in an acceptable 
timeframe. 
 
 

3.3.2. Semi-empirical methods 

Semi-empirical methods treat studied systems with Hartree-Fock formalism, but 
involve many approximations by the use of empirical parameters†. This enables 
a cost-efficient treatment of electron correlation effects, but at the same time the 
results obtained depend on how similar the studied system is to the reference 
molecules which were used to derive the empirical parameters. The two-
electron terms of Hamiltonian are not treated explicitly by semi-empirical 
methods. Instead, the Hückel [21, 22] and extended Hückel [23] approaches are 
used for π-electrons and valence electrons, respectively. 

Currently, the most widely used semi-empirical methods are AM1 [24] and 
PM3 [25], a newer RM1 [26] method was used in this thesis as well.  

The AM1 method (Austin Model) is based on earlier MNDO (Modified 
Neglect of Differential Overlap) methods [27,28], but uses improved 
parametrization system for better description of atomic repulsion. Instead of 7 
(MNDO), it uses from 13 to 16 empirical parameters per atom. 

RM1 (Recife Model 1) is essentially identical to AM1, but it uses an opti-
mized set of parameters. Even though has been reported to yield better results 
[26], its efficiency in practical uses must yet be confirmed by larger number of 
researchers.  

PM3 (Parameterized Model) is closely related to AM1 as well. They differ in 
description of core repulsion and in parameter set used. 

                                                      
* Aromaticity is included implicitly, in larger force constants of aromatic bonds (“springs”), 
but this only limits the twist out of planarity and does not eliminate it 
† In fact, „empirical” parameters are sometimes derived from ab initio calculations, 
especially where experimental data was not available 
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Semi-empirical methods are frequently a method of choice in quantum-
chemical calculations as they are considered to be a fair compromise between 
calculation accuracy and computational time. It is very difficult to choose 
a priori the mostly suitable method of calculations; therefore, it is wise to use 
several different models to get more confidence in the obtained results. 
 
 

3.3.3. Density Functional Theory 

Differential Functional Theory (DFT) is a widely used branch of quantum-
chemical methods which is based on Hohenberg-Kohn theorems [29,30]: 

In simplistic form the first theorem states that the ground state energy from 
the Schrödinger equation is a unique functional of the electron density: 
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(3.13) 

which is expressed in terms of the one-electron wave functions  ri . The pre-

multiplier of 2 appears in front of the summation sign because of the electron’s 
spin. Another way of stating the same theorem is to say that the ground-state 
electron density uniquely determines all properties of a ground state, including 
its energy and wave function. An essential result of this theorem is that it allows 
to reduce finding solution of the Schrödinger equation with 3N variables to 
simply finding a suitable function of three spatial variable, which describe the 
electron density distribution, and which then, by virtue of the first Hohenberg-
Kohn theorem, will provide exact description of the system’s ground state. 

At the same time, the first Hohenberg-Kohn theorem postulating existence of 
the electron density functional says nothing about what this functional looks 
like. This is the second Hohenberg-Kohn theorem, which gives a key to the 
choice of the electron density functional: the electron density that minimizes the 
energy of the overall functional is the true electron density corresponding to the 
full solution of the Schrödinger equation.  

If the “true” functional were known, the electron density could be varied 
until reaching the energy minimum. This variational principle forms the key 
stone of application of these two theorems. The energy functional can be  
written as 

         iXCiknowni EEE    (3.14) 

 
where i is the one-electron wave function, the first term in the right-hand side 
represents all “known” terms (given by Eq. (3.2) and all everything else is 
hidden in the second term of the right-hand side, also known as the exchange-
correlation functional.  
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Kohn and Sham have shown that the right electron density can be found by 
solving a set of the one-electron equations, each of which involves only one 
electron and is very similar to the Schrödinger equation: 
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being the Hartree potential. It describes the Coulomb repulsion between that 
electron which is considered in one of the Kohn-Sham equations and the total 
electron density defined by all electrons in the system. It also incorporates the 
so-called self-interaction, because the considered electron also contributes to the 
formation of the total electron density. Therefore, it describes, in other words, 
the Coulomb interaction between the electron and itself, which is an unphysical 
interaction, of course. The correction for such an unphysical interaction is also 
included into the exchange-correlation potential )(rXCV , which is defined as the 

functional derivative of the exchange-correlation energy 
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Here the functional derivative (which, strictly speaking, is not equal to the 
functions’s derivative) is shown by symbol δ. 

It can be seen that the electron density  r  enters the Hartree potential. At 
the same time, it is a key-variable to determine the exchange-correlation 
potential )(rXCV . To find an exit from this locked circle, the following algorithm 
is applied: 
1. An initial (trial) electron density  r  is defined. It can be a “good guess” or 

an already known density for a similar system. 
2. The Kohn-Sham equations are solved with this trial density to find the 

single-electron wave functions  ri . 

3. The electron density  r  is calculated with those  ri .   

4. The calculated in step 3 electron density is compared with that one used in 
step 1. If these two densities are identical, the ground state electron density is 
found and it can be used to calculate the total energy of a system etc. If these 
two densities are different, than the trial density should be updated and the 
whole procedure is repeated until the difference between the two electron 
densities from two consecutive iteration procedures will not exceed an 
earlier chosen accuracy limit. 

7
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3.3.4. TDDFT and CI –  
theoretical description of excited states 

All the methods described previously are applicable to the ground state only. 
However, the knowledge of the excited states properties is of paramount 
importance when analyzing the luminescence spectra and potential perspectives 
of a given material to be a good phosphor, for example. In order to describe 
excited states, computational chemists usually use Configuration Interaction 
(CI) or Time-Dependent DFT (TDDFT). 

Approximation of a wave function with Slater determinant does not take into 
account correlation effects and as a consequence fails to properly describe 
excited states. In CI method the Slater determinant is formed with a number of 
the spin-orbitals exceeding the number of electrons in the system. The 
unoccupied orbitals are called virtual. The correlation effects are included by 
mixing the occupied and virtual states, with wave function defined as follows: 
 

஼ூߖ = ݀଴ߖ଴ + ෍ ෍ ݀௔௫ߖ௔௫
௦

௫ୀቀ௡ଶቁାଵ
௡ଶ

௔ୀଵ + 

 ∑ ∑ ∑ ∑ ݀௔௕௫௬ೣ್ೌߖ೤௦௬ୀቀ೙మቁାଵ௦௫ୀቀ೙మቁାଵ೙మ௕ୀଵ೙మ௔ୀଵ + ⋯ (3.18) 

 
Where a and b are the occupied and x and y are the virtual orbitals. The first 
term is the ground state, the second term corresponds to the single-electron 
transitions and the third one is related to the two-electron transitions. Once the 
virtual orbitals are known, excited states and optical transitions can be 
established. The correlation effects are included by CI at a cost of increased 
computational requirements. The wave function and energy depend on the 
number of excited states taken into account, and the large number of determi-
nants causes slow convergence. 

TDDFT [ 31] is used for description of excited states, and as such can be 
employed in a wide range of applications, especially in simulation of new 
optically active compounds. It is based on the fact that frequency-dependent 
polarizability α(ω) describes the response of the dipole moment to an electric 
field changing in time with frequency ω(t): 

 

  α(ω) = ∑ ୤౛౮ౙன౛౮ౙమ ିனమୣ୶ୡ  (3.19) 

 
where ωexc denotes the excitation energy and the sum runs over all excited 
states. It can be immediately seen that when ωexc = ω (resonance condition) the 
dynamic polarizability raises to infinity. The residues fexc correspond to the 
oscillator strengths and together with the excitation energies can be used to 
construct electronic absorption spectrum which usually lies in the UV-vis range. 
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3.3.5. Polarizable Continuum Model 

Polarizable Continuum Model (PCM) [32,33] is a solvation model frequently 
used in computational chemistry. If the solvent molecules were to be treated 
explicitly, they would give tremendous rise to processor and memory demands 
of quantum-chemical simulations. Instead, PCM regards the solvent as a 
uniform, continuous space filled with dielectric medium. It requires dielectric 
constant to be included in the simulation input, to characterize the solvent 
properties. The parameters for most common solvents are included in packages 
like Gaussian or FIREFLY and can be invoked by an appropriate keyword as 
extension for DFT and TDDFT calculation [34]. The model calculates free 
energy of the molecule as sum of the dispersion-repulsion (dr) and electrostatic 
(el) interactions and the energy of cavitation (cav): 
 
 Gsol = Gdr + Gel + Gcav (3.20) 
 
In PCM the molecule is placed in a cavity created by intersecting spheres, each 
sphere centered on atomic nucleus. The point charges placed on the surface 
created by the overlapping spheres define the solvent reaction field (Figure 7). 
The reaction field is rendered self-consistent with the solute molecule’s 
electrostatic potential in an iterative procedure, thus yielding the energy in 
solution. 
 

 
 
Figure 7. A schematic representation of PCM principle. The molecule is surrounded by 
a continuous dielectric medium. Point charges are induced by the molecule on the 
solvent accessible surface formed by atom-centered, overlapping spheres. The surface 
charges induce changes in the molecule and the whole process is iteratively repeated 
until the interactions acquire equilibrium 
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3.3.6. Perturbation theory 

In principle, electromagnetic field influencing the molecule is treated as a 
perturbation affecting the unperturbed molecule’s Hamiltonian H0: 
 
ܪ  = ଴ܪ +  ଵ  (3.21)ܪߣ
 
Where ߣ ∈< 0,1 > denotes a parameter used to ensure the perturbation is taken 
into account smoothly. Consequently, the energy of the system perturbed by an 
external field can be represented by a Taylor series expansion around the 
unperturbed system: 
 
(ߣ)ܧ  = ଴ܧ + (ଵ)ܧߣ + (ଶ)ܧଶߣ + ⋯  (3.22) 
 
Where the E(n) represents the n-th derivative of the energy with respect to the 
perturbation: 
 

(௡)ܧ  = ଵ௡! ௗ೙ா(ఒ)ௗఒ೙   (3.23) 

 
Different derivatives of the energy represent measurable properties of the 
described system, such as hyperpolarizabilities. 
The computational algorithms to obtain the values of E(n) are well established. 
For example, Coupled-Perturbed Hartree-Fock (CPHF) equations [35, 36] can 
be solved numerically in order to produce derivatives of molecular orbital 
coefficients and as a result the molecule’s response to electromagnetic radiation, 
i.e. dynamic hyperpolarizabilities [37,38]. 
 
 

3.4. Overview of the software used 

The software used in research hereby presented was carried out with the 
software briefly described below. It is noteworthy that two of these programs: 
FIREFLY and GABEDIT are free-of-charge in academic use. As they can be 
used jointly for both data manipulation and the calculations themselves, anyone 
can start quantum-chemical aided research at their convenience and without 
additional costs involved. 
 
 

3.4.1. Hyperchem 8.04 

Hyperchem 8.04 [39] is a commercial quantum-chemical program comprising 
of molecular mechanics, semi-empirical, DFT and ab initio modules. The 
program also contains in-built intuitive graphical user interface allowing for 
quick drawing of studied molecules. 
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3.4.2. Gaussian 09 

Gaussian 09 [40] is a popular commercial computational chemistry code. It is 
capable of performing quantum-chemical simulations at semi-empirical, DFT 
and ab initio levels of theory. Excited states can be simulated by time-
dependent or Configuration Interaction [41,42] approaches. The program 
includes numerous modules addressing more specific research requirements. 
PCM is readily evoked when salvation effects are to be taken into account, for 
instance. 
 
 

3.4.3. PCGAMESS/FIREFLY 

Firefly [43], formerly known as PCGAMESS, is a quantum chemistry program 
partially based on the GAMESS (US) [44] source code.Its capabilities are 
almost identical to those of Gaussian package, sometimes even exceeding it, for 
example it can directly calculate third order dynamic hyperpolarizability, while 
Gaussian cannot. Firefly is free-of-charge in academic use and as such it can 
present an excellent opportunity to explore quantum-chemistry with budget 
limitations. It is, however, less popular than Gaussian and the literature, 
workshops and tutorials are not so easily available as in the case of its 
commercial counterpart. 
 

 
3.4.4. GABEDIT 

Both the aforementioned programs accept input in the form of a text file with 
specific composition. The computational details are introduced by keywords 
and molecular geometry as a set of coordinates. It is virtually impossible to 
prepare such file without additional software. GABEDIT [45] is a graphical 
user interface for input preparation and output interpretation. It is capable of 
preparing calculations for several different programs, including FIREFLY and 
Gaussian 09, and preparing a graphical interpretation of simulation results. It 
can be used to visualize molecular orbitals, electron and spin densities, plot 
UV-vis, IR, Raman and NMR spectra, animations of molecular oscillations 
assigned to IR signals and much more. It is also convenient to researchers using 
different computational codes, because it can load geometry optimized in one 
program and use it to prepare input for another one. It should also be noted that 
GABEDIT is free of charge in both academic and commercial use. 
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4. MODELING OF PYRAZOLOQUINOLINE 
FLUORODERIVATIVES (I, II) 

4.1. Aim 

Pyrazoloquinoline derivatives are known to be good luminophores [7, 8] with 
potential application in LED manufacture. In design of such materials it is 
imperative to prepare a molecule with desirable HOMO and LUMO levels. 
Description of the orbital energy levels as well as UV-vis absorption spectra 
with semi-empirical computer simulations was the aim of Publication I.  

In practical applications a chromophore is never used in its pure form, but 
always embedded into an external matrix (with the exception of chromophores 
bonded to the matrix, like chromophore-containing polymers). The matrix 
interacts with the incorporated substances changing their structure and 
properties. Usually these changes are subtle, but in many cases can be quite 
vivid. Simulation of matrix influence with TDDFT/PCM on absorption spectra 
of pyrazoloquinoline fluoroderivatives was the aim of publication II. 
 
 

4.2. Methods 

In publication I three semi-empirical methods were chosen to simulate energy 
levels and UV-vis absorption spectra, namely AM1, PM3 and new RM1 method 
[26] whose effectiveness was checked with comparison to the former two. The 
equilibrium geometry of the chromophores was established using Molecular 
Mechanics. The side substituents do not exert torsional forces on the central 
aromatic part and thus the limitations of MM+ did not lead to defects in 
aromaticity in a subsequent semi-empirical calculations. The choice of the 
aforementioned methods was strongly affected by available computational 
power – they were all performed on a personal, single-processor computer. 

Computational power available during the preparation of Publication III was 
significantly greater, 8-processor nodes optimized for quantum-chemical 
calculations at Wroclaw Centre for Networking and Supercomputing were used 
to perform the simulations at DFT level of theory. All the calculations were 
performed with B3LYP/6-31G basis set. As the equilibrium geometry is 
influenced by the solvent, in all the cases the geometry was optimized with 
PCM-modeled solvation, and excited states were simulated in a subsequent 
TDDFT run also including the solvation model. Four common solvents 
differing in polarity were chosen as model matrices, namely cyclohexane, 
dichloromethane, methanol and acetonitrile, listed from the least to the most 
polar. This enabled easy experimental confirmation of the theoretical model 
with the use of UV-vis absorption spectra recorded in these solvents. 
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The experimental IR spectra were recorded in thin film using BIORAD FTS 
175 spectrophotometer and compared subsequently with the results of the 
quantum-chemical simulations. 
 
 

4.3. Results 

All the quantum-chemical calculations must involve correct, or at least 
approximate, molecular structure of the studied substance. In some cases the 
molecular geometry is available from experimental data (crystallography), but 
in majority of cases has to be established in a separate optimization calculations 
prior to molecular property evaluation. Whether or not the simulated geometry 
is correct can be partially verified for example by comparison of theoretical and 
experimental IR spectrum. The signals in IR spectra are optical manifestation of 
oscillations, rotations and vibrations of atoms and group of atoms in the 
molecule. It is unlikely that two significantly different conformations of the 
molecule would have identical IR spectra, so good agreement between theory 
and experiment is a reliable indicator of correct molecular geometry used in 
quantum-chemical simulation. 

In the case of BLYP/6-31G optimized geometries, the agreement between 
experimental and theoretically-derived IR spectra is rather good. Starting from a 
band at around 3000 cm–1, through a distinct signal around 1500 to several 
peaks in the so-called “fingerprint region”* of the IR spectrum (up to 400 cm–1), 
there is rather good agreement between the two plots (Figure 8). Additionally, 
quantum-chemical simulations can be used to aid the spectrum interpretation by 
facile identification of the oscillations represented by particular signal. As an 
example, the strongest signal present in theoretical IR spectrum of PQF1 at 
1509 cm–1 is visualized in Figure 9. 

                                                      
* Spectral signals in this region are characteristic for each substance and thus it can be used 
to identify the substance, provided the spectrum is already in the database. It is extensively 
used in criminology. 
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Figure 8. Experimental (top panel) and BLYP/6-31G derived IR spectrum of PQF1. 
 

 
Figure 9. Graphical representation of the most distinctive signal in IR spectrum of 
PQF1 at 1509 cm–1. The thin blue vector arrows indicate atom movements at this fre-
quency. 
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Figure 10. Experimental (top panel) and BLYP/6-31G derived IR spectrum of PQF3. 
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Figure 11. Experimental (top panel) and BLYP/6-31G derived IR spectrum of PQF4. 
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Configuration Interaction calculations using three different semi-empirical 
methods, namely PM3, AM1 and RM1, have been performed to produce 
a reliable description of excited states and plot theoretical UV-vis spectra. In 
general experimental spectrum resembles the theoretical prediction in terms of 
transition energies and intensities (Figure 12). It must be noted that the RM1 
method and its predecessor, AM1, performed better at predicting the energy gap 
than the PM3 method. The accuracy of absorption spectra and energy gap 
prediction was similar to that of much more computationally demanding DFT 
methods, as can be seen in Table 3. 
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Figure 12. Experimental (top panel) and theoretical (bottom panel) UV-vis spectra of 
PQF1. The theoretical data was derived via CI calculation at semi-empirical level. 
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Figure 13. Experimental (top panel) and theoretical (bottom panel) UV-vis spectra of 
PQF3. The theoretical data was derived via CI calculation at semi-empirical level. 
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Figure 14. Experimental (top panel) and theoretical (bottom panel) UV-vis spectra of 
PQF4. The theoretical data was derived via CI calculation at semi-empirical level. 
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Four solvents were chosen as representative matrices for PQ fluoroderivatives 
differing in polarity: cyclohexane, dichloromethane, methanol and acetonitrile, 
listed from nonpolar to polar. The molecular geometries were only slightly 
changed by the solvents, but the charge distribution along the simulated system 
was significantly influenced by interaction with the solvent, as demonstrated by 
the change in dipole moment of the molecule (Table 1). In all the cases the 
more polar the solvent is, the higher the molecular dipole moment will be. 
When no solvation model is implemented, the dipole moment is even smaller, 
demonstrating clearly that solvation effects can play important role in molecular 
properties. Evidently, the interaction of the molecules with point charges placed 
at the dielectric medium surface in the PCM model facilitated larger charge 
separation and, as a result, molecular dipole moment. To demonstrate the 
difference in charge distribution Mulliken population on fluorine atom is 
presented in Table 2. The description of charge distribution by Mulliken 
population analysis is not quantitative, but it is well justified to use it for 
qualitative comparison [46]. The data in Table 2 is consistent with dipole 
moments of the PQF equilibrium geometries. In all the cases fluorine atom is 
a negatively charged moiety at the peripheries of the molecule, thus increase of 
its charge directly raises the dipole moment, as demonstrated on the example of 
PQF3 (Figure 15). It is noteworthy, as can be seen in the figure, that change in 
geometry itself is negligible. 
 
Table 1. Dependence of the dipole moment of PQF molecules on the sol vent used In 
DFT/6-31G/PCM optimization.  

Dipole moment 
[Debye], DFT 
B3LYP/ 6-31G 

Without PCM Cyclohexane CH2Cl2 CH3OH Acetonitrile 

PQF1 6.1 6.4 7.2 7.4 7.4 

PQF3 3.5 3.9 4.5 4.6 4.6 

PQF4 1.89 2.4 3.0 3.2 3.2 

 
 
Table 2. Influence of PCM solvation on Mulliken charge on fluorine atom in  
B3LYP/6-31G equilibrium geometries of PQF molecules. 

Mulliken charge 
on F atom 

Without PCM Cyclohexane CH2Cl2 CH3OH Acetonitrile 

PQF1  –0.303 –0.309 –0.315 –0.317 –0.317 

PQF3 –0.299 –0.306 –0.311 –0.312 –0.312 

PQF4 –0.295 –0.302 –0.309 –0.310 –0.310 
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Figure 15. Influence of solvation model on dipole moment of PQF3 (red vectors) which 
rises from 3.5 to 4.6 D when a PCM solvation in acetonitrile is taken into account in the 
simulation. 
 
Table 3. Summary of theoretical HOMO, LUMO and Energy Gap values. 

Energy [eV], 
DFT  
B3LYP/6-31G 

Without 
PCM 

Cyclo-
hexane

CH2Cl2 CH3OH
Aceto-
nitrile 

AM1 PM3 RM1 

PQF1 HOMO –4.64 –4.70 –4.80 –4.82 –4.82 –8.16 –7.94 –8.06 

PQF1 LUMO –2.54 –2.56 –2.58 –2.60 –2.60 –1.23 –1.40 –1.19 

PQF1 Eg 
(HOMO-LUMO) 

2.09 2.13 2.21 2.22 2.22 6.92 6.54 6.87 

PQF1 Eg 
(TDDFT or CIS) 

2.88 2.86 2.88 2.89 2.89 3.06 2.84 2.99 

PQF3 HOMO –4.64 –4.71 –4.79 –4.82 –4.82 –8.14 –7.94 –8.06 

PQF3 LUMO –2.54 –2.54 –2.58 –2.60 –2.60 –1.24 –1.41 –1.20 

PQF3 Eg 
(HOMO-LUMO) 

2.10 2.17 2.21 2.22 2.22 6.90 6.54 6.86 

PQF3 Eg 
(TDDFT or CIS) 

2.86 2.84 2.86 2.87 2.87 3.05 2.84 2.99 

PQF4 HOMO –4.64 –4.70 –4.78 –4.81 –4.81 –8.15 –7.94 –8.06 

PQF4 LUMO –2.55 –2.57 –2.61 –2.63 –2.63 –1.27 –1.43 –1.24 

PQF4 Eg 
(HOMO-LUMO) 

2.09 2.12 2.17 2.18 2.18 6.88 6.51 6.82 

PQF4 Eg 
(TDDFT or CIS) 

2.84 2.82 2.84 2.85 2.85 3.03 2.81 2.96 
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The UV-vis absorption spectra of the PQ fluoroderivatives show solvatochro-
mic behaviour. It was possible to reproduce this effect in computer simulations 
of these materials by implementation of the PCM solvation model. Even though 
the solvent influence on the absorption bands is rather small (approximately 
5 nm blue shift in the first peak maximum in polar methanol with respect to 
non-polar cyclohexane), a shift of similar magnitude can be observed in the 
TDDFT-derived spectra (Figure 16).  
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Figure 16. Solvatochromic effect in theoretical (top panel) and experimental (bottom) 
UV-vis absorption spectra of PQF1 manifested in the first absorption peak. The graphs 
are normalized to [0,1] interval. 
 
 
The overall accuracy in UV-vis absorption spectra was very good in terms of 
both peak positions and relative intensities (PQF1, Figure 17). The spectra of 
other PQFs can be found in Publication III. The oscillator strengths, demonst-
rated in the spectra by the area under peaks and, to a lesser extent, peak height, 
were reproduced successfully in the computer simulation of the PQF materials, 
as can be seen in the figure. Thus, the TDDFT analysis was successful in 
reproducing both oscillator strength and transition frequencies. 
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Figure 17. Complete theoretical (top panel) and experimental (bottom) UV-vis spectra 
of PQF1 in solvents of different polarity, demonstrating good agreement between simu-
lated and empirical data on terms of peak intensities, positions and solvatochromic shift. 
 
 

4.4. Conclusions 

The performed combined experimental and theoretical studies of 1-(4-
fluorophenyl)-3,4-diphenyl-1H-pyrazolo[3,4-b]quinoline, 3-(4-fluorophenyl)-
1,4-diphenyl-1H-pyrazolo[3,4-b]quinoline and 4-(4-fluorophenyl)-1,3-diphenyl-
1H-pyrazolo[3,4-b]quinoline have shown the chosen materials to be perspective 
for applications in Organic Light Emitting Diodes, electroluminescent displays 
and other photovoltaic devices. The main aim of such a combination was to get 
a deeper insight into the properties of the studied chromophores and establish a 
predictable trend for variation of these properties with varying environment. 

Derivatives of pyrazoloquinoline containing fluorine atom have been 
described by computer modeling with a wide range of quantum-chemical 
methods, from Molecular Mechanics to Time-Dependent Density Functional 
Theory. The overall accuracy of theoretical predictions was good in both 
approaches: semi-empirical CIS simulation on MM+ optimized geometry and 
TDDFT simulation on DFT optimized molecules.  

The semi-empirical methods reproduced the electronic structure and orbital 
energies to a satisfactory extent. The theoretical UV-vis spectra were in good 
agreement with the experimentally measured ones. Semi-empirical model PM3 



 

40 

underestimated energy gap in all the three PQF chromophores by 41 nm 
(experimental maximum of PQF1 at 396 nm/ 3.13 eV, PM3 at 437 nm/ 2.84 eV), 
while the AM1 and more recent RM1 methods both accurately described the 
first electronic transition (maxima at 404 and 414 nm, respectively). There is no 
significant improvement in RM1 performance over the AM1 model. 
Apparently, the error was caused by the computational method itself, not by the 
parameters it uses, and that is why re-parametrization in RM1 did not improve 
the calculation performance. 

The interactions of the PQF molecules with environment have been 
described by the PCM solvation model. Four different solvents of different 
polarity were chosen as representative group of external matrices. Even though 
the changes of equilibrium geometries were minimal, the use of solvation 
models significantly changed the dipole moments of the molecules. The 
interaction with solvents changed TDDFT-derived UV-vis absorption spectra as 
well, leading to 4 nm blue shift of the first absorption peak in polar methanol in 
comparison with non-polar cyclohexane (maxima at 429 and 433 nm, 
respectively). Experimental data confirm theoretical results, with the blue shift 
almost identical in magnitude (5 nm, 396 to 401 nm). Apart from the red shift of 
the first absorption peak, the TDDFT-derived absorption spectra closely 
resemble experimental ones. 

It seems reasonable to conclude that the solvation models should be included 
into the computational procedure whenever a strong interaction of the molecule 
with environment is expected. In this particular case, common solvents were 
used to model environmental influence on the studied molecules, but in 
principle the Polarizable Continuum Model can be applied to describe any 
dielectric medium, including polymers. The only parameter that has to be 
known is the dielectric constant of the matrix, which can be easily estimated 
from the polymer’s dielectric constant. Thus, the quantum-chemical computer 
simulations including a solvation model can be used to simulate PQ 
chromophore properties in polymer matrices, which is precisely that 
environment in which they will be placed in practical applications. 
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5. QUANTUM-CHEMICAL DESCRIPTION  
OF DICYANOPYRAZINE-BASED 

CHROMOPHORES (III) 

5.1. Aim 

The main purpose of this research was to establish the structure-property 
relationship in a series of new X-shaped NLO-phores based on dicyanopyrazine 
(Figure 18, Figure 19). The central part of all the molecules is a pyrazine ring 
substituted with two cyano groups which strongly withdraw electrons and the 
electron-donating group is terminated with a 4-dimethylaminophenyl moiety. 
The varying part is the π-linker which consists of a phynyl ring(s) or phenyl 
ring(s) and ethynylene bridges. Thus, the X-shaped dicyanopyrazine deri-
vatives’ structure is characteristic to that of D-π-A (electron donor – π-linker – 
electron acceptor) NLO-phores and it is reasonable to expect them to undergo 
Intramolecular Charge Transfer (ICT) phenomena.  

 

Figure 1. The “a” subseries of dicyanopyrazine chromophores. 

11



 

42 

 
Figure 19. The “b” series of dicyanopyrazine chromophores. 
 
 

In addition to synthesis description, the substances were characterized by 
crystallography, Cyclic Voltammetry, UV-vis absorption spectrometry and 
Second Harmonic Generation (SHG) experiments. The quantum-chemical 
calculations were used to aid experimental data interpretation and help 
formulate the conclusions. Computer simulations of the dicyanopyrazine NLO-
phores covered equilibrium geometry, orbital energy levels and second order 
frequency-dependent hyperpolarizability ), corresponding to 
generation of doubled-frequency light in the optically active material. 
 
 

5.2. Methods 

A semi-empirical method AM1 was chosen for calculations of the title mole-
cules, due to its well-established reliability in performing organic molecule 
simulations, as well as low computational cost. In addition to the calculations 
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presented in Publication III, the following chapter contains results of DFT 
calculations, performed in BLYP/6-31++G(d,p) basis set containing both 
polarization and diffuse functions.  
 
 

5.3. Results 

The equilibrium geometry of the dicyanopyrazine based NLO-phores was 
established with the AM1 method. When compared with crystallographical 
data, it can be seen that the AM1-derived structures show good agreement with 
experiment in terms of the bond lengths and angles between them. However, it 
failed to reproduce the dihedral angles properly (Figure 20). They have been 
simulated correctly with the DFT method, but at substantially higher 
computational cost -optimization of relatively small compound 3a took 46 
minutes at semi-empirical level of theory compared to 10 days 17 hours at DFT 
starting from AM1-optimized geometry using a 12-processor computational 
node with 21 GB of RAM memory. This discrepancy in dihedral angles 
probably affected the calculation accuracy, but the error was repeated in the 
whole series of simulated compounds and as a result the tendencies along the 
series were reproduced with satisfactory precision. Obviously, the increased 
ring rotation inhibited orbital delocalization similarly to twisted dihedral angle 
yielding good results (Figure 21). 

The energy gap values interpreted as difference between HOMO and LUMO 
levels read from AM1 calculations are unreasonably high (6 to 8 eV instead of 
1.4 to 2), which is typical for semi-empirical calculation. The trend along the 
series of compounds is, on the other hand, clearly reproduced in the quantum 
chemical calculations with high accuracy (Figure 23), with linear fit R2 
coefficient equal to 0.94. Evidently, the quantum-chemical AM1 simulation 
results allow one to compare other orbital properties along the series of studied 
dicyanopyrazine derivatives, such as shape and localization of the orbitals. 

The main parameter of NLO-phores is their nonlinear susceptibility. In 
theoretical description the ability of a chromophore to exhibit NLO properties is 
reflected by the second and third order frequency-dependent polarizabilities, 
which can be found from Time-Dependent Hartree-Fock equations. In the 
studied dicyanopyrazine series the theoretical simulations showed a clear 
structure-property relationship consistent with the earlier research. Molecules 
with larger side substituents have higher value of ), especially if the 
substituents are connected to the central dicyanopyrazine unit by a triple bond, 
ensuring planarity faciliating charge transfer. The theoretically predicted values 
were confirmed by experimental data, with linear fit coefficient R2 equal to 0.83 
(Figure 22). 
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Figure 20. Experimental (top), AM1 and DFT BLYP/6-31++G(d,p) equilibrium geo-
metries of compound 3a. The dihedral angles between pyrazine part and side 
substituents are not reproduced properly by the AM1 model. 
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Figure 21. Visualization of LUMO orbital from AM1 and DFT BLYP/6-31++G(d,p) 
calculations. Orbital delocalization is similar in both cases, even though the dihedral 
angles differ as demonstrated in Figure 20. 
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Figure 22. Correlation between experimental and theoretical second order dynamic 
hyperpolarizability. 
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Figure 23. Correlation between experimental and theoretical energy gap. 
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5.4. Conclusions 

The series of dicyanopyrazine-based NLO-phores were described with semi-
empirical AM1 method. The simulation covered equilibrium geometry, 
electronic energy levels as well as second order dynamic hyperpolarizability, 
), which is a parameter describing NLO propertiels of the molecules. 
Theoretically derived values correlate well with experimental data, both in the 
case of Energy Gap (linear fit coefficient 0.94) and hyperpolarizability (0.83). 
The computer modelling confirmed structure-property relationship of the push-
pull chromophores. Second order susceptibility was found to be dependent on 
π-linker and side substituent, serving as the electron donating group. The NLO 
response of the chromophore was found to be significantly larger if a triple 
bond was introduced to connect the -linker and the pyrazine-2,3-dicarbonitrile. 
This relationship was found in the quantum-chemically simulated data as well. 
The aforementioned triple bonds render a more planar equilibrium geometry, 
which facilitates Donor-Acceptor conjugation and, as a result, improves 
Intramolecular Charge Transfer of the ground state in the molecules. 

Thus, it can be concluded that the quantum-chemical computer simulations 
described the studied charge-transfer materials yielding satisfactory agreement 
with experimental data. Moreover, as the methods prove useful and accurate in 
predicting the dicyanopyrazine derivatives properties, they can be used in 
“virtual experiments”: in early design stage new materials can be subjected to 
quantum-chemical simulations and from a large set of new (in fact, so far non-
existent) chromophores several most promising can be chosen for synthesis and 
further work.  
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6. SUMMARY 

The quantum-chemical computer simulations have been successfully used to aid 
material design of the studied groups of optically active substances. Pyrazolo-
quinoline derivatives containing fluorine atom, a promising branch of lumi-
nescent molecules with potential application in LEDs and other electrolumi-
nescent devices, have been subjected to Molecular Mechanics, semi-empirical 
and DFT analysis (Publication I). Molecular geometry, energy levels and 
electronic transition energies have been described by theoretical simulations and 
the results are consistent with the corresponding experimental data. Semi-
empirical Configuration Interaction simulation accurately reproduced excited 
states and optical transitions. In the studied pyrazoloquinoline derivatives the 
PM3 model underestimated the energy gap by 41 (first absorption maximum at 
437 nm against experimental 396 nm), while the AM1 and RM1 simulations 
were more accurate. No significant improvement in RM1 results were observed 
in comparison with its predecessor, AM1. 

In practical applications chromophores are almost never used in pure form. 
Typically they are placed in a transparent matrix, like a solvent or polymeric 
material. The matrix influences the chromophore and its optical properties and 
it is important to take that into account during new material design. Density 
Functional Theory models implemented in quantum-chemical packages can use 
solvation models to account for environmental influence on the studied 
molecules. In this work Polarizable Continuum Model was proven to be a very 
effective method to incorporate solvation effects in theoretical description of 
pyrazoloquinoline derivatives containing fluorine atom (Publication II). The 
choice of common solvents of different polarity as model matrices enabled 
facile experimental confirmation of the calculated solvatochromic effect. The 
environment’s influence on optical properties of pyrazoloquinoline fluoro-
derivatives was rather small, but well within the detection range (5 nm diffe-
rence in the first absorption peak maximum) and it was correctly reproduced by 
TDDFT/PCM simulations. It is reasonable to predict that PCM will also be 
effective in the case of polymeric matrices and in prediction of higher order 
hyperpolarizabilities in future research. 

Computer simulations have been successfully applied to theoretically 
describe the NLO response in a series of dicyanopyrazine derivatives belonging 
to the push-pull chromophore group. Molecular structure is known to 
significantly influence the nonlinear optical properties of the material. As it was 
demonstrated in Publication III, the π-linker connecting the electron-donating 
and electron-accepting groups can play crucial role in the intramolecular charge 
transfer process, especially if it ensures planarity of the equilibrium molecular 
geometry. The theoretically derived second order dynamic hyperpolarizabilities 
correlated very well with experimental data from the Second Harmonic 
Generation measurement. Energy gaps calculated from the HOMO and LUMO 
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difference also correlated very well with the empirical data obtained from 
a cyclic voltammetry oxidation and reduction peaks.  

Computational chemistry methods have proven to be a useful tool in all the 
cases presented in this work. As such, they can be used to aid design of new 
optically active materials in future research in the field of both linear and non-
linear optics. Additionally, incorporation of solvation models into DFT and 
TDDFT calculations can be used to predict matrix influence on optical 
properties of the embedded chromophores which can prove very useful in 
practical applications.  
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7. SUMMARY IN ESTONIAN 

Väitekirja raames teostatud töö eesmärgiks oli kahe perspektiivse kromofooride 
rühma, pyrazoloquinoline ja dicyanopyrazine derivaatide optiliste omaduste 
teoreetilise kirjelduse andmine. Nimetatud ainetele on viimase 15 aasta jooksul 
osutatud märkimisväärset tähelepanu tänu nende võrdlemisi lihtsale sünteesile, 
hästi-defineeritud struktuurile, keemilisele ja termilisele stabiilsusele ning 
võimalusele nende omadusi timmida molekulaarse struktuuri modifitseerimise 
teel. Neile leidub võimalikke rakendusi optoelektroonika seadmetes, orgaani-
listes valgusdioodides (OLED), päikesepatareides, optilistes lülitites, andme-
salvestusseadmetes ja mujal. Kirjanduses on demonstreeritud mitmete seadmete 
prototüüpe. Selleks et teoreetiliselt kirjeldada uuritud kromofooride optilisi 
omadusi, valiti rida poolempiirilisi ja DFT meetodeid, mis pakuksid mõistliku 
kompromissi arvutuskiiruse ja täpsuse vahel. 

Kvantkeemia arvutisimulatsioone on edukalt kasutatud uuritud ainete rühma 
baasil optiliselt aktiivsete materjalide disainimiseks. Molekulaardünaamika, 
poolempiirilise ja DFT analüüsi abil on uuritud fluori sisaldavaid pyra-
zoloquinoline derivaate, mis võiksid omada potentsiaalset rakendust valgus-
dioodides jm elektroluminestsentsseadmetes (publikatsioon I). Teoreetilistest 
simulatsioonidest on leitud molekuli tuumakonfiguratsioonid, energiatasemed ja 
elektronüleminekute energiad ja tulemused on kooskõlas vastavate eksperimen-
taalsete andmetega. Poolempiirilise, konfiguratsioonide vastasmõju arvestava 
simulatsiooniga oli võimalik suure täpsusega reprodutseerida ergastatud olekud 
ja optilised üleminekud. Uuritud pyrazoloquinoline derivaatide korral PM3 
mudel alahindas energiapilu 41 nm võrra (esimene neeldumismaksimum 
437 nm võrrelduna eksperimentaalse väärtusega 396 nm) samas kui AM1 ja 
RM1 simulatsioonid olid täpsemad. RM1 tulemused ei olnud oluliselt paremad 
võrreldes tema eelkäijaga AM1. 

Praktilistes rakendustes ei kasutata kromofoore peaaegu kunagi puhtal kujul. 
Tüüpiliselt on nad asetatud läbipaistvasse maatriksisse nagu lahusti või polü-
meer. Maatriks avaldab mõju kromofoori optilistele omadustele ja seda tuleb 
uute materjalide disainimisel arvesse võtta. Tiheduse funktsionaalteooria (DFT) 
mudelid, mis leiduvad kvantkeemia programmipakettides, suudavad solvendi-
efektide kaudu arvesse võtta ka ümbruse mõju uuritavale molekulile. Selles 
näidati, et polariseeruva kontiinumi mudel (PCM) on väga efektiivne meetod 
solvendiefektide arvestamiseks fluori sisaldavate pyrazoloquinoline derivaatide 
teoreetilisel kirjeldamisel (publikatsioon II). Mitmesuguste erineva polaarsusega 
laialt levinud lahustite kasutamine mudelainetena võimaldas lihtsasti reali-
seerida arvutatud solvatokroomiliste efektide eksperimentaalset kinnitust. Leiti, 
et ümbruse mõju pyrazoloquinoline fluoroderivaatidele on üsna väike kuid 
kindlalt detekteeritav (5 nm erinevus esimese piigi asukohas) ja seda oli võima-
lik korrektselt reprodutseerida TDDFT/PCM simulatsioonidega. On mõistlik 
eeldada, et PCM on efektiivne ka polümeermaatriksite korral ja kõrgemat järku 
hüperpolariseeritavuste arvutamisel tulevastes uuringutes. 
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Arvutisimulatsioone on edukalt rakendatud ka dicyanopyrazine derivaatide 
rühma kuuluvate kromofooride mittelineaarse optilise koste kirjeldamisel. On 
teada, et molekulaarne struktuur mõjutab märkimisväärselt materjali mitte-
lineaarseid optilisi omadusi. Publikatsioonis III demonstreeritakse, et π-side, 
mis ühendab elektron-doonor ja elektron-aktseptor rühmi, mängib otsustavat 
rolli molekulisisesel laenguülekandeprotsessil, eriti kui ta vastutab molekuli 
tasakaalulise geomeetria tasapinnalisuse eest. Teoreetiliselt leitud teist järku 
dünaamiline hüperpolariseeritavus korreleerub väga hästi teise harmooniku 
genereerimise eksperimentaalsete andmetega. Energiapilud, mis on arvutatud 
HOMO ja LUMO erinevuse põhjal, korreleeruvad samuti väga hästi empiiriliste 
andmetega, mis on saadud tsüklilise voltampermeetriaga oksüdatsiooni ja 
reduktsiooni piikidel. 

Arvutuskeemia meetodid on osutunud kasulikeks vahenditeks kõigi käes-
olevas väitekirjas esitatud juhtudel. Sel viisil saab neid kasutada suunamaks 
uute optiliste materjalide disaini tulevastes uuringutes nii lineaarse kui ka mitte-
lineaarse optika vallas. Lisaks, solvendimudelite kaasamine DFT ja TDDFT 
arvutustesse võimaldab ennustada maatriksi mõju lisandkromofooridele, mis 
võib osutuda väga kasulikuks praktilistes rakendustes. 
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