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Innovation and Employment structure in Estonian firms

Christian Mentz∗

Abstract

This paper studies the impact of product and process innovation introduced by

firms on the employment structure with respect to employee age on a sample of Esto-

nian companies over multiple waves of Community Innovation Survey responses. We

use a single equation model relaying company innovation activity to changes in the

company and market age structure. Using fixed-effects panel data analysis, we find

that introducing certain product or process innovations tends to decrease the share

of young employees in favor of old employees, however this result might be strongly

influenced by the selected time frame which includes the global economic crisis of 2008

which severely affected the Estonian economy and companies potentially aimed to se-

cure short-term sustainability over long-term outlooks, since general employment levels

also decreased for most groups of companies with different innovation activities.

Keywords : Innovation, Employment, Employment structure, Age

∗Christian Mentz, M.A. Student, Tartu University, Faculy of Economics and Business Administration,

50409 Estonia. E-mail: christian.mentz@ut.ee

The author is grateful to Statistics Estonia for granting access to the data used in the paper. The datasets

have been processed in accordance with the confidentiality requirements of Statistics Estonia. All the errors

and omissions are the author’s.

The author is also grateful to everyone who helped in the process of producing this thesis, especially: Urmas

Varblane for supervision and guidance, Amaresh Kumar Tiwari for constructive criticism, and especially the

author’s better half for moral support.



1. Introduction

In the literature the different effects of different innovation activities and strategies are

widely documented and their impact on the employment on company as well as market level

is researched and discussed (see e.g. Hall, 2011 for an overivew). Certain types of innovation

such as product innovation are seen as mostly employment enhancing on the company level,

the results for other innovation activities such as process innovation are more ambiguous

(see e.g. Dachs& Peters, 2011). While most of the literature on innovation and the effect

on employment focuses on the change in the absolute value of employment, there are fewer

papers and with more disagreement on how the innovative activity by companies influences

the employment structure of the companies and the market as a whole in regards to certain

characteristics of the employment (see e.g. Aubert et al., 2006). The discrepancy is caused

by different factors, non-availability of suitable data-sets or the general disagreement of the

direction of causality; innovation having a stronger influence on employment structure, or

employment structure actually supporting and enabling innovation. The population as well

as the workforce are ageing in our current time. This trend is global, affecting business sectors

and companies around the world, who now have to adapt to this. This raises questions about

company decisions and behavior to work with this change; also regarding innovativeness: Do

companies adapt their innovative activities to the changing and aging labour supply or do

they specifically hire people that fit their chosen innovation strategies?

Understanding the relationship of age and innovation and possible positive or negative effects

of innovation on the age structure is of increasing importance in our ageing society and

could contribute to a deeper understanding of innovation and where it can be improved

and enhanced to further support beneficial age structures in different types of companies.

This paper uses data from Estonian companies responding to the Community Innovation

Survey as well as Estonian tax data to analyse the mentioned possible connections between

innovations on products and processes and their effects on workforce composition; more

specifically the age structure of companies and the market as a result of these product and

process innovations.
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2. Literature Review

This research draws on two topics of literature, with one being more generally researched

and explored than the other one: The general topic of innovation activities and their influence

on employment growth and size as well as the labour composition on the firm level and

innovation activities as the influencing factor.

For a general overview on different innovation types see Appendix A or the Oslo Manual by

the OECD, which refines the initial definition given by J.A. Schumpeter in 1934.

2.1. Types of innovation and employment

In this section we will discuss the most commonly researched and defined innovation

types; product and process innovation and their connection to employment.

It is widely agreed on, both in older and more recent literature (see e.g. Van Reenen, 1997

or Harrison et al., 2014), that product innovation on the firm level is clearly associated with

an increase in employment growth. The positive effect on the firm level is found to be of

different magnitudes, which can be at least in part be attributed to varied availability to

oftentimes different data sets and sometimes very different approaches and methods (Harri-

son et al. 2014). To give a quick example: in his 1997 paper, Van Reenen uses a database

on innovation counts, which however does not allow an easy differentiation between product

innovation and e.g. process innovation and finds a positive and significant effect of product

innovation on employment growth. More recent works (e.g. Harrison et al. 2014) use for

example the Community Innovation Survey data with its differentiated questions to distin-

guish between different types of innovation and find positive effects of product innovation

on employment, but this type of data has other shortcomings, which will be discussed later.

On the contrary, in their study on effects of innovation on employment, Lachenmaier and

Rottmann (2011) find that product innovation does not have a significant positive effect on

employment; only the second lag product innovation has a small positive significant effect

on employment, but most authors agree on the positive effect of product innovation.

As mentioned above, product innovation has a direct and an indirect effect on employ-

ment growth. The direct effect describes the usually increased demand for the firms new

or improved product as a result of the innovation activity and usually acts as employment-

increasing factor, as new and higher demand needs more employees to supply the customers.

This increased demand can come either from an overall market expansion or shrink compet-

ing firms market share in favour of the innovating firms, depending on competitors’ reactions

and the availability of substitute products. (Dachs, Peters 2013)

Besides the positive direct effect on employment growth, product innovation also has neg-
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ative indirect effects which reduce employment. First there is the possibility, that the new

product partially or totally replaces the firms existing product. This indirect demand effect

leads to a decrease in labour demand for the old product and the overall effect can even be

negative in bad situations; it differs from case to case. Contrary to this, it might be the

case that the new and the existing product are complements, so that the demand of both

products increases with the introduction of the new product. With increasing demand for

both, the demand for labour to produce both goods should increase as well. (Dachs, Peters

2013)

Regardless of these direct and indirect effects, the new product could be easier or more

difficult to produce, resulting in an increased or decreased labour demand with the same

amount of output as before (Harrison et al. 2014). The overall effect needs to be determined

empirically.

Lachenmaier and Rottmann (2011) mention a different aspect to product innovation how-

ever. They mention, that the direction of the employment shift also depends on a less obvious

indirect effect: After a new product is introduced to a market, there is no competition yet,

due to the nature of the product being new and the lacking availability of comparable al-

ternatives, leaving the innovating firm in a temporary monopoly until other firms catch up,

which can lead to negative effects due to misuse of monopoly power. In order to maximize

its profits from their monopoly position, the innovating firm’s actions can potentially lead

to a reduction in outputs and a decreasing employment compared to the situation before

introducing the new product. (Lachenmaier, Rottmann 2011)

As far as the influence of process innovation on employment is concerned, there is much less

of a consensus in the literature on whether it is mainly positive or negative when compared

to the case of product innovation. On the firm level, the introduction of new production

processes has an influence on the productivity which is generally of positive nature, mean-

ing the firm can produce the same output with less input and therefore less labour input

(Greenan, Guellec 2000). This leads to a decrease in labour demand, which is dependant

on the rate of substitution between the different input factors (Dachs, Peters 2013). That

being said, the increase in productivity and therefore decrease in unit costs gives the firm

the opportunity to lower the product price and attract more customers, thus possibly gener-

ating more demand and in turn more output. With the increased demand and output, the

demand for labour rises again and employment increases, with the absolute size of the effect

depending on multiple factors, such as the market position or the magnitude of the price

reduction (Garcia, Calantone 2002).

Different studies on innovation and its influence on employment (growth) have found differ-
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ent results of significance of process innovation. Greenan and Guellec (2000) find a positive

and significant effect from process innovation on employment growth, which in their case and

data is actually much bigger than the effect of product innovation on employment growth

with the difference also being statistically significant. Lachenmaier and Rottmann (2011)

also find a significant positive effect of process innovation on employment growth and con-

clude, that the saved inputs due to price reduction gained by the improved processes is then

translated into higher output and increased employment.

Van Reenen (1997) on the other hand finds that “process innovations have insignificant and

small (often negative) effects” (Van Reenen 1997, p. 20), while other authors find significant

and negative effects of process innovation on employment (e.g. Harrison et al. 2014 refer to

Ross and Zimmerman (1993)).

2.2. Relationship between the innovativeness and age structure of employees

On the other side of this research thesis’ spectrum is the dependant variable employment,

or more specifically the structure of the employment present in the firms. Adding to that,

there are authors that tried to analyse the influence of the labour turnover with respect to

age and to some degree also wage, to get an idea of the importance of the change in worker

structure, at what times firms employ what kind of labour and how the firm productivity

benefits from it. (see e.g. Ilmakunnas and Maliranta, 2007 or 2016)

The most often employed view on labour turnover in firms is emphasizing the negative side of

labour turnover, productive workers leaving the firm and creating costs in hiring and training

new workers. On the other side, labour turnover can also be in the firm’s best interest, if

they can manage to lay off the lower-productivity workers and acquire higher-skilled new

labour. (Ilmakunnas and Maliranta, 2016)

Judging by this, we have to further look into specifics of employee structure to make any

statements on company productivity related to changes in the workforce. There are different

factors according to which the structure in a company can be assessed. Due to the availability

of age and wage in the data, the literature review on employment will focus on these factors.

Other factors such as the type of tasks or which skills are applied at the workplace cannot

be observed in the data, therefore it is assumed to be equal for all workers to simplify the

research. This simplification should not be underestimated, as e.g. physical labour should

definitely expect a decline in productivity with increasing age from a certain point, so the

type of labour could be a rather big factor.

Skirbekk (2004) gives a good overview of the relationship of age and productivity, concluding

in an inverted U-shaped relationship, despite some mixed reviews and possible issues with
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considered studies and datasets. Roosaar et al. (2017) also confirm the inverted U-shape

among employees of higher age compared to employess with average age across age groups.

This means that on average, employees of medium age seem to be the most productive com-

pared to younger employees and older employees, who are less productive respectively being

on lower points of the inverted U-shape.

This general observation however needs to be adjusted based on a variety of factors. Van-

denberghe (2017) writes, that one could argue for experience-related gains in productivity to

make up for age-related decline in productivity. Skirbekk (2004) finds evidence of wages to

decline from ages in the early 50s onwards, which could stem from experience-related gains

becoming smaller than the age-related productivity losses. Vandenberghe (2017) then con-

cludes after his analysis, that in his study he can’t find any age-related productivity losses,

but rather age-related (proxied by the share of older workers) productivity gains contributing

highly to total factor productivity (TFP).

Backes-Gellner and Veen (2013) find a positive effect of increasing average age on the com-

pany productivity, should some factors such as non-routine tasks and age diversity be given.

As the main result from their study emerges that given creative tasks, increasing age-diversity

is beneficial to company productivity. They also suggest that one of the factors to have a

positive effect on productivity of older employees and increasing average age could be inno-

vative activity, which should further these mentioned more creative tasks.

Contrary to the finding that a higher average age increases productivity, Roosaar et al.

(2017) find that increasing average age decreases productivity per employee. However, they

couldn’t find evidence of lower productivity of old workers in low-wage groups compared to

middle-aged or young workers in the same wage group, and in the high-wage group they find

that the most productive are the middle-aged workers, followed by old and young workers in

that order. Additionally, they conclude in their findings also potential significant differences

between sectors, such as the industry sector in their dataset of Estonian companies having a

much lower difference in productivity between medium-aged and older employees than gen-

erally assumed in the literature. Similar thoughts were also already shared by Ilmakunnas

and Maliranta (2007) who stated that “The role of aging employees for the performance of

firms may clearly be an industry-specific issue” (Ilmakunnas and Maliranta 2007, page 1),

meaning that in other sectors the prevalent aging of the workforce might not be detrimental

to productivity, as other factors overpower the age-related losses in productivity.

Judging from these findings above it is important to analyse and understand how different

innovation activities and innovation aims influence the employment in firms, both the ab-

solute value of employed workers and the specific characteristics such as the age structure.

For the scope of this research we will focus on the age structure in companies as the area of
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interest regarding the workforce.

After establishing the general effects of both product and process innovation on employ-

ment and employment growth as well as the importance of employee age as well as the age

structure in a company, we will now consider the effect of innovations on the general age

structure of companies.

As already hinted before, the general direction of the impact is unclear and being looked at

from both sides; does the age structure have an influence on the innovation decisions and

activities carried out by companies or does the fact that a company is investing in one or

multiple types of innovation influence their choices regarding the age structure; do they hire

more younger workers and employ fewer older employees?

To give a starting point, one paper in Aubert et al. (2006) reports their findings that ”the

wage-bill share of older workers is lower in innovative firms and that the opposite holds for

younger workers (Aubert et al 2006, page 1). While this statement alone does not imply

any direction of the impact, the general message should be that compared to non-innovative

firms, we should find a higher share of young workers in innovative firms and hiring decisions,

as innovation and new technologies generally negatively affect hiring opportunities for older

workers and improve the chances of younger workers (Aubert et al 2006).

Other papers give a different view; e.g. Hammermann et al 2019 investigate the influence

of the age structure and diversity as well as the average age on innovations in companies,

finding that higher average age is detrimental to company innovations, but age diversity is

beneficial to the probability of a company investing in innovations. While their research is

considering the direction of causality opposing this research, the findings on higher age and

lower innovativeness do confirm previous emerged and stated observations.

Other authors such as Machin and Van Reenen (1998) find that technological change does in-

crease the demand for highly-skilled workers; however, determining the distinction of highly-

skilled and other groups based on age is very difficult in the scope of this research as well as

in general; wage should be a more reliable proxy for this subject. This view of ”skill-biased

technical change” increasing the demand for skilled labour was later taken up by Violante

(2008) as well and if we aim to translate it to this research question, we would assume that

innovation should increase the demand for capable workers which are both highly-skilled

and experienced, therefore rather falling in a category of medium age as opposed to young,

inexperienced workers or older workers of declining productivity.
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3. Data and variables

The dataset used for this research is a combination of two different datasets.

3.1. Community Innovation Survey

Firstly, we have the Community Innovation Survey data, a questionnaire that is carried

out every two years and is conducted by the national statistics office (or similar appointed

institutions) in European countries and supervised by Eurostat. The survey targets a term

of three years, e.g. CIS 2010 is for the years 2008 – 2010 (included). The core of ques-

tions posed in the questionnaire are common among the different countries (the term used

is “harmonized”) to make for some comparable results, while other, optional questions dif-

fer by country and might not allow comparisons between many countries for these specific

questions. Usually the target companies for these questionnaires are companies in the man-

ufacturing and service sector with a magnitude of at least 10 employees; though that might

differ between countries as well.

The main questions in the CIS questionnaire aim at different types of innovation and in-

formation about company sales and employment levels, with questions about product and

process innovation remaining mainly the same over different waves of CIS questionnaires as

well as across different countries. The questions aim to identify if a company has invested

in product and process innovation by e.g. introducing “new or significantly improved prod-

ucts” or “new or significantly improved processes”. In case of a company responding with

yes to the question about new or improved products they are asked to specify the share of

sales at the end of the two-year period that is attributed to the new or improved products

introduced in the previous years. This allows for rather simple comparison of the change in

sales; how much the new or improved product has contributed to the total sales at the end

of the two-year period, given the products are substitutes with the same combined demand.

One important specification of the CIS data is that all responses are given by the compa-

nies representative(-s) themselves to the best of their knowledge. This means that all data

is self-reported and might depend partially on the responding persons understanding and

knowledge of their firm specifics and the survey as a whole. The survey encloses a guide

on how e.g. different innovation types are defined and what would constitute as e.g. a

product innovation, but in the end there might be some variance between different company

responses and their interpretation of the survey questions.

From the employment levels directly reported in the CIS data we can deduct the net growth

of employment for each firm over the questionnaire period, which is shown in the later table

2.
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Table 1: CIS responses per innovation group
Innovation group 2006 2008 2010 Total

Non-innovators 1,006 935 1,095 3,036

Process innovators 347 278 189 846

Product and process innovators 545 412 294 1,251

Product innovators 235 249 245 729

Total 2,133 1,874 1,823 5,830

For definition of innovation groups see appendix C

Table 1 shows the number of responses for each CIS wave. The observations are divided

into four sub-groups according to their innovative activity in the two years leading up to

the year specific the columns. The sub groups are based on if the company has partaken

in only product innovation, only process innovation, not introduced any innovation or even

responded positively to the questions for both innovation groups.

The samples are partly the same over the years, with a substantial number of firms partici-

pating in more than one wave of CIS reports. This is due to the fact that Estonia is a rather

small country with only a limited number of companies to randomly select from for sending

the CIS, so the chances of one company being selected multiple times are substantially higher

than in other countries.

We can see that the number of responses from companies varies greatly over the years; with

a very high number of firms responding in the first year and in later years the number of

responses hovering around 1900 companies on average per CIS survey wave. CIS waves do

overlap with e.g. the year 2008 both presenting the initial year for CIS 2008 as well as the

final year for CIS 2006.

For the years 2006 to 2010 the number of non-innovative firms decreases at first and then

rapidly increasing with a big increase of 10% from the year 2008 to 2010. This is poten-

tially due to the global financial crisis in 2008, which affected many sectors all over the

world and presumably a larger number of companies valued short term stabilization higher

than investing in future changes which might prove worthless in case a company is unable

to sustain through this financial crisis. A similar trend can be seen in process innovators,

where the percentage share of the total peaked in 2006 and then dropped by 5% (equal to

33% of its total value) from 2008 to 2010. The same holds mainly true for the share of

companies investing in both product and process innovation; a much higher share in 2006

with a substantial decrease in 2008 and mainly 2010. Product innovators in this data sample

don’t seem to be affected by the financial crisis and their share remains stable. Previous

research has shown that in times of crisis the less innovative companies before the crisis are

more likely to drop innovation and companies that were highly innovative already before the

crisis tend to keep innovating and potentially increase their investments (see Archibugi et
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al. 2013, Amore 2015)

3.2. Estonian Tax data

The second dataset used is a matched dataset from the records of employees’ payroll

taxes from the Estonian Tax and Customs Board that have been matched with companies’

records from the Commercial Register of Estonia (dataset of firms’ annual reports). This

allows for a unique distinction to see which worker was employed at which company in each

year and how the employment situation changed over the years 2006-2014. The information

contained in this dataset includes among others the age of the employee which can roughly

be translated to work experience and the taxes paid on income. From this we can form e.g.

three groups of employees according to their age (young, average, old). Furthermore, due to

having these absolute values of employees of a certain age group for each company allows

to also create a new parameter for the percentage share of each age group from the total

employment at each company for any given value of the variable “year” in the dataset.

The dataset also contains an identifier for the company the employees is employed at (this

may change over the course of a year, so we consider them employed at the company they

are employed at the longest for any given year). As the CIS datasets also include the same

identifier values for companies as the matched dataset from employee payroll taxes and

the company records, we can with the help of this parameter match the actual age groups

(absolute value and percentage share) of employees for each company at each value of “year”

to the corresponding entry for each company in the CIS dataset.

Table 2: Employment changes
Year

Innovation group 2006 2008 2010 Total

Change in absolute numbers

Non-innovators . -.11 -8.26 -4.44

Process innovators . -.70 13.02 -5.47

Prod. and proc. innovators . 15.53 -9.63 4.88

Product innovators . 5.68 -10.49 -2.37

Table 2 shows the average changes in absolute numbers of employees for the different

innovation group categories over the years recorded in the tax office data, both for each

year/CIS wave as well as the total change for all innovation categories over all the available

data. The change is calculated as a change compared to the previous point in time, e.g.

the value for Non-innovators at year 2008 is the change from the year 2006 to 2008 for this

innovation group. and the missing value for year 2006 is due to this being the first available

year in the dataset, so no previous entry to calculate the change in employment from.

It is notable, that over all these years the number of employees has not changed drastically
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for all innovation groups except the most innovative group of product and process innova-

tors, for which we can observe a big volatility between the year results. This potentially

might be due to higher firm size for product and process innovators and therefore a larger

number of employees to be able to make changes to; let go of less productive workers or

hiring more workers and try to counteract degrading market conditions by more investment

in innovation and employees. This however remains speculation without further analysis and

further analyzing other factors, which will not be done at this point.

Change in employment numbers for companies in the Estonian tax office data merged with

CIS data is only available for a few waves/years, with concrete, descriptive entries spanning

from 2006 to 2010. As already noted above, this time period includes the highly influ-

ential global financial crisis in 2008, so the observed values are potentially influenced by

this, whereas the differences between innovation groups in the same year should be mostly

independent from the global economic situation.

Table 3: Change in company sales
Year

Innovation group 2006 2008 2010 Total

In 1000 Euro

Non-innovators . 750 -555 97

Process innovators . 3348 619 1984

Prod. and proc. innovators . 3448 642 2045

Product innovators . 2057 129 1094

The variable in table 3 is the change in turnover of firms participating in the CIS waves

of this dataset. In most innovation groups we can see a steady increase up to the year 2006

with similar numbers in 2008, but most likely due to the financial crisis in 2008 the next

entry for change in turnover as of 2010 is meaningfully lower for all innovative groups and

even substantially negative on average for non-innovative companies. This clearly shows the

(expected) negative impact caused by the financial crisis.

In the above table 4 we can see the percentage shares of different age groups from the

total employee population for each respective innovation group over the years. From the

table we can see clearly that middle-aged account for the biggest share of employees over all

innovation groups, followed by old and finally young employees.

Over the years in the observed dataset, non-innovative companies tend to let go younger

employees in favor of older employees; the share of the highest age group in non-innovative

companies increased over the three time stamps while the share of the youngest age group

decreased. Similar trends for the other innovation groups, except for product innovators,

where the share of young employees increased slightly in 2010 compared to the significant

drop in 2008. Looking at 2010 compared to 2008, companies seem to value middle-aged

employees a lot higher, with substantial increases for all innovatie group averages.
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Table 4: Age group shares
Year

Innovation group 2006 2008 2010 Total

0 to 30

Non-innovators .226 .204 .192 .207

Process innovators .230 .229 .204 .224

Prod. and proc. innovators .276 .261 .237 .248

Product innovators .278 .241 .250 .256

31 to 50

Non-innovators .485 .481 .488 .485

Process innovators .494 .472 .517 .492

Prod. and proc. innovators .469 .482 .497 .482

Product innovators .480 .461 .489 .477

51 to 100

Non-innovators .289 .314 .318 .308

Process innovators .275 .299 .278 .284

Prod. and proc. innovators .255 .256 .265 .279

Product innovators .241 .297 .260 .267

Overall it seems that companies value older employees of the two higher age groups more

than young employees, potentially trying to counteract the effect of the financial crisis by

parting ways with young, not yet fully productive employees which represent more of a

long-term investment and replacing them with functioning, productive short-term solutions

in the form of middle-aged and (for non-innovative and ”product and process” innovative

companies) even older employees. As explored in the literature review section above, we

could be expecting this type of behavior due assumed higher productivity of older age groups

compared to the youngest age group due to experience related gains as well as specific

knowledge of the firm processes and requirements for staying workers.

4. Methodology

The methodology of this research is two-fold. Since we don’t have all the data initially in

one dataset, we first have to combine the two datasets to transfer all the necessary data from

one dataset to another in order to correctly assess the impact and implications of innovative

activities on employment as an absolute value on the firm level as well as potentially on the

sector or country level and the change in epmployment structure; again on firm level and

potentially on sector or country level. For this we take the information about employment

from the estonian tax data and insert the needed values for the individual entries for each

firm at any given year.

Employees are divided into three groups, workers up until the age of 30 (from now on

called ”young” workers), employees of the ages 31 to 50 (from now on called ”middle-aged“

workers) and employees of the ages 51 and above (from now on called ”old” workers) with

age 100 as the upper boundary. For further analysis we then create variables to represent the

11



percentage share of employees of each age group in any firm, as absolute values of employees

might change drastically depending on the state of the company or the whole industry, while

the share might not be affected by these kinds of fluctuations. This allows for the most

specific analysis later on in the process of conducting regression analysis.

The first part of the methodology is mostly based on the methodology used by Harrison

et al, 2014. However, a few adjustments might need to be made, as Harrison et al only had

one wave of CIS data, but for different countries, while we have multiple waves of CIS data

but only for the case of Estonia.

We can observe each company over a multitude of years denoted with t and accurately track

their sales, employment growth and employment changes as well as the activity in regards

to innovation; did they innovate a lot, only in some areas or rather attempted to boost their

revenues by other means, which we however cannot accurately track here, besides changes

in the absolute value of employment, which in turn can have different reasons and is not the

most desciptive parameter and can’t be further verified in the scope of this research.

In the first year at any point observed over the survey time span, the output of any given

company is for simplification purposes assumed to only be one product, with the potential

of producing two types of product at the end of the second year; which then turns into one

product if the span of the next two years is being investigated. This leads to the situation,

where the output in any year beyond the first is divided into output of the old product in

combination with the potential output for the new product. This output for the new product

is to be zero if the company has not invested in any product innovation in the past year.

For simplification we assume that the production technology for both products, old and

new, remains the same; two seperate production functions with constant returns to scale

for all inputs (capital K, labour L, other intermediate inputs M). Furthermore, we assume

Hicks-neutral productivity technology; meaning old products can become more efficient in

their production over time or in bad cases the productivity can also decrease.

Harrison et al. 2014 first measure the output of a company at t1 and t2 and then the labour

demand as a function of costs (wages), output and production efficiency. Assuming that

costs stay the same with prices for inputs to the production of old and new product staying

roughly at the same level Harrison et. al reach an equation which measures the employment

growth of production efficiency and output. This research will not go more into detail at

this point, as the steps can be easily observed in the original article and the equation steps

will not be reproduced here.

The regression equation to investigate the effect of product and process innovation on

employment as presented by Harrison et. al could look like follows if we adjust for the fact
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that more than one CIS wave is available:

li − y1i = α0 + α1d1t + βy2i + ui (1)

Here the li stands for the employment growth in the period i, which is the time frame of

the CIS survey being investigated, e.g. 2006 to 2008 for CIS2008. y1 and y2 are the outputs

of the old and new product respectively with the parameter β being the relative efficiency

in production of the old good and the new good, with the term including y2 only being

relevant in case the company does indeed invest into product innovation and has any new

or improved goods being distributed by the end of the survey time frame. α0 stands for the

average efficiency growth in production of the old good over the survey time frame, while α1

stands for the additional effect of product innovation on the efficiency in producing the old

good. The variable d determines whether the company has indeed introduced any process

innovation not connected directly to a product innovation over the survey time frame or

not. If the company has introduced said process innovation, the variable d has the value of

1; otherwise it has the value of 0 in case of only process innovations concerning a new or

improved product or no process innovation at all.

Based on this equation this research attempted to create similar equation to disentangle

the effect of innovation on the percentage change of employment into the effect of innovative

activities on each age group of employment in a separate equation. The equation the author

came up with based on Harrison et al 2014 is the following:

Sj,t = alpha0,t−1 + α1dt + βy2,i,t + ui,t (2)

S stands for the change in share of the employee age group from the total with j having the

values 1 to 3, for each of the three age groups respectively. t stands for the time; in this case

rather the time range of the survey waves, e.g. 2004 to 2006 for CIS2006. α0 represents the

efficiency growth of the production for the old good, while α1 covers the increased efficiency

of production for the old good in case of a firm investing in process innovation. di is a binary

variable which has the value of one in case of a firm did introduce process innovation and

in this case the variable will influence the equation. If a company did not introduce any

process innovation the variable di has the value zero and the whole term is zero.

β1 is the relative efficiency of producing the old product, for which the output growth is

denoted by y1. Similar to this, β2 refers to the relative efficiency of producing the new prod-

uct compared to the old product and unsurprisingly y2 refers to the output growth of the

new product. If the company made efforts into product innovation, y2 will be positive and

therefore impact the equation, whereas if there was no new or improved product introduced
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in the time period in question, the only output growth will be of y1, as the output growth

for the new product y2 will be zero.

However, due to various reasons the above equation did not translate well into actual at-

tempts at estimating the impact of innovative activities on the change in percentage shares of

employment age groups as opposed to a change in the absolute value of empoyment. For the

scope of this research then the author adopted a different equation and estimation method,

based mainly on singular CIS questions and the implication of the responses on the company

innovation activity directly, rather than levied through changes in company productivity or

output level of different products. We can adopt this method by looking at previous research

of e.g. Aubert et al 2005, who found that different types of innovative activity had an influ-

ence on age structure, so in this research we compare directly the self-reported answers from

companies on different types of product and process innovation, which were specified earlier

and are explained in more detail in the appendix as well.

It is noteworthy, however, that other authors generally tend towards a methodology more

similar to Harrison et al. 2014, in which the innovative activites are not directly integrated

but rather through the instruments of changes in sales and the shares of new and old prod-

ucts. This might help in accounting for the variance in self-reported responses and personal

interpretation of the respondant, as well as another issue that innovations are very different

in nature and importance of innovations. Some innovations might be small and not very

influental to the company or a specific product, while others might be of a large importance

to the company and change a product drastically. (Hall, 2011) Nevertheless, this research

employs the following single equation estimation method:

Si,t = α1d1,t + α2d2,t + β1d3,t + β2d4,t + β3d5,t + ot + ui,t (3)

The dependent variable Sit is the change in percentage share of an employee age group across

all companies over the dataset. t stands for the time, however not as discussed above the

time frame of a CIS survey wave (e.g. 2006 to 2008 for CIS2006) but rather one of the time

stamps which occur every two years at the end of one survey wave and also the beginning

of the next. α1, α2, β1 and β2 are coefficients of their respective binary variables which have

the value of 1 if a company responded positively to the question captured by the second

part of their respective term and 0 if the company responded negatively. d1t represents the

impact of a company responding yes or no to the question in the CIS survey which asks

about the company introducing product innovations in the form or new or improved manu-

facture goods in the time frame of the survey, the previous 2 years. The variable d2t captures

a similar question, asking about a company introducing product innovation in the form of

new or improved services. Similarly to the two previous variables, d3t and d4t represent the
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similar questions on the topic of process innovations; specifying different types of process

innovation.

Lastly the ot stands for the change in output over the time frame of the survey, more specifi-

cally the change in total amount of sales before any deductions, the change in gross revenue.

This is to see how well companies are doing over the time frame observed in the data set

and if there clear tendencies can be observed in how well companies are doing from a sales

standpoint and how this changes the employment structure keeping in mind the innovative

activities by the company.

Speaking about expected results for the regression analysis, there is little research which

explores the particular question of how innovative activities influence the actual structure

of the workforce; mostly limited by the access to said data. As explained in the previous

section, there are very few countries which can offer such data about company innovation

on company level and the actual structure of the workforce in these companies; on one hand

in regards to age and gender, but also as another point, which is not being explored in

this research, in regards to wage or potentially other factors on the employee level. After

consulting previous literature on innovation as well as employee age and their productivity

we can still set some expectations to what is to be expected as a potential outcome from

this research, taking into account the economic situation in Estonia, the initial age group

distributions, expected effects of hiring different aged employees and in which situations

companies hire what kind of employees.

Young, recently founded companies seem to be more prone to carry out innovative activities

and present new products to the market as well. Previous research has shown that so called

start-ups tend to employ proportionally more younger people, since they are more likely to

fit their company culture and work better together with other younger people, as opposed

to older, more settled workers who might not be as flexible anymore in their views and

habits. For this reason it is expected that the share of older workers (age group 51-100 in

the dataset) should be negatively affected by a company introducing innovations, potentially

even more by new to the company or new to the market innovations, which however is not

included in the model for now (see section 5 for further discussion). As Aubert et al 2005

stated, the share of older workers was smaller in innovative firms when compared to non-

innovative firms. Regarding the two age groups under 51 years the expected results are more

ambiguous, as the age groups are relatively large and attributing middle-aged workers of

31 to 50 years of being ”too old” for innovative firms would be a large oversight; therefore

we expect the impact of companies introducing process innovations and especially product

innvations to be of positive effect on the midlle-aged employee share and a smaller, but still
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positive effect on the share of young employees.

As for the change in company sales turnover, it is expected to see a positive effect of higher

sales over the period on both the shares of young and middle-aged employees, while the oldest

age groups share is expected to simultaneously take the decrease to even out the company

workforce due to companies in a favorable economic situation being more likely to invest in

the future and be able to afford take younger employees onboard and survive the period of

their lower productivity in the beginning due to a strong market position. On the other hand,

we have to keep in mind the overall economic situation and stability of the market at that

time. It is slightly unfortunate that the data sample happened to be gated to these few CIS

survey waves which include the global financial crisis and potentially overthrow large portions

of the expected results of this research. Geroski and Walters (1995), found that economic

changes and the position in the business cycle indeed impact the companies innovation

activity, so it can be expected that innovative activity would be less prevalent. Previous

research has shown that there are companies that persist through unfavorable economic

downtimes by increased focus on innovation to counteract the crisis by new, innovative ideas

and products that could help the company weather the storm and emerge from the crisis

in a potentially improved position due to their persistence in innovation (see e.g. Filippetti

and Archibugi 2011). Regardless, the overall effect of innovative activities on the different

age groups should remain the same, positive impact on middle-aged employee share and

potentially also young employees, negative on older workers, though it can be a consideration

that the overall share of older, more productive workers can increase in times of crisis, at

least for non-innovative companies, as also seen in our data. Innovative companies however

are still expected to increase at least the share of middle-aged employees, who are widely

seen as the most productive due to not yet declining in their cognitive capabilities (see e.g.

Grund and Westergaard-Nielsen (2005) on age structure and firm performance; Maliranta

(2007) or (2016), or Lallemand and Rycx (2009) on age and firm performance ) but also being

more experience and “refined” if one might say that than younger employees. To summarize

for a general view leaving out a number of factors such as sector specifics and business cycle

influence; innovative companies and therefore innovative activities are expected to increase

the share of middle-aged employees and therefore be positively correlated as well as to some

extent increase the share of young employees, while subsequently the share of older workers

in innovative companies has to decrease as a result and innovative activities are to be of

negative impact on the share of older workers.
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5. Encountered problems and future improvements of

the research

As already touched in the previous sections, there are some problems which arose during

the conduction of this research. In this section we want to further specify the problems and

issues as well as discussing some potential solutions that could be applied in further research

on this topic. There were some significant topics which should be discussed already at this

point instead of expanding the conclusion at the end of this paper.

5.1. Explanatory variables and sample size

In the results section this topic was already discussed, but some further insight will be

given in this paragraph. Combining the datasets of CIS survey data and Estonian tax data is

not perfect in the sense that it is done for each company available on each point of time (year)

available. However, due to randomness in selecting companies for CIS responses as well as

the responses not always being complete and other factors such as e.g. companies being

founded or going bankrupt, the merging of the data sets by matching a specific company

identifier present in both datasets is not perfect in the sense of not being able to match

every company and leaving a lot of variables blank which can’t be used for further evaluation

then. In our case due to data availability we lost a big portion of the sample and had to

continue with only the years 2006 to 2010 for the questions that were asked to the data.

If we were to include further variables and ask different questions or try and involve more

versatile questions and variables about e.g. other innovation types like marketing innovation

or sources of innovation (e.g. in-house R&D or external R&D) it would only narrow the

sample down even more to unusable levels. To give a specific example, including the variable

asking if any of the innovations were new to the firm or the market for both product and

process innovation does cut down the observations to only 888 observations over the two

years, which makes the results very unsatisfying and severely limits any conclusions drawn

from the regressions. This issue makes choosing the right balance of explanatory variables

to get significant, meaningful results while still keeping the actual observation count high

enough surprisingly challenging.

5.2. Innovation timing

Innovative activity does not always take immediate effect and therefore some innovations

that were introduced or started shortly before the end of a CIS wave period or the time

of the survey being conducted might be counted into the innovations for the current CIS
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wave but have not had any effect on the current results, but rather influence the next CIS

wave. This leads to the current CIS data being skewed and not accurately accounting for

the effects of innovation from this period. On the same note, this can effect all periods in

two ways: prior CIS wave innovations skewing the current results by the innovative activity

not being taken into account in the current CIS results, leading to potentially higher output

(if we assume positive effects of innovation) in the data than the results should display or as

mentioned before, current innovation only taking effect in the next CIS wave period but the

innovative activity being conducted an recorded in the current CIS wave, therefore reducing

the net effect of innovation on the current CIS wave response. One way of trying to account

for this would be to include lagged variables in the regression, but this again has different

issues that require sorting out. The magnitude of the time lag needs to be decided on and

set, but choosing and moving forward with a higher lag can potentially contribute to the

above mentioned diminishing number of observations given more restrictions is the timing of

innovations. This of course depends on the data availability, but in our case with only three

points in time having information on innovative activity that can be used effectively, even a

lag of one removes one third of the observations and severely limits the explanatory power

of the results, making the results even more dependent on the economic situation which in

our case would fall in the period of economic crisis.

5.3. Firm sector differences

The last potential improvement that will be discussed at this point is the differentiation

and differences in companies depending on their produced output. Companies in the man-

ufacturing sector of producing physical goods do have different requirements and specifics

compared to service companies. This differentiation is likely to also be shown in the available

data; companies in the service sector might have a different work force composition, different

innovation preferences and the shares of employee age groups therefore would potentially also

react differently to innovative activities. The first two variables in the regression do in fact

ask about product innovations for produced goods and services respectively and it can be

assumed that positive responses to the questions behind the variables are given by mostly

companies of the respective sector, but this is only a potential indicator and should not be

taken for a confirmed result. As many of the problems encountered during this research,

accounting for this specification would further restrict the available data and observations

and further limit the explanatory power of the results found due to a decreasing number

of observations, so it was left to be included in future versions of this research with more

extensive data and potentially new, adjusted methods.
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6. Results

Tables 5,6,7 and 8 below show the results of the panel data fixed effects regressions run

with the previously explained method. For reasons of completeness we ran two different

versions of regressions on a slightly altered version of the model, once leaving out the change

in company sales compared to the previous version. In general, it turned out to be a reason-

ably large problem of adding a large quantity of variables to the model or regression without

diminishing the observations and sample size down to insignificant values. Unfortunately,

the tax dataset does not include the complete information for all companies’ employees over

all the years that are observed in the CIS survey; but rather only for the years 2006 to

2010. This fact or criterion alone decreases the number of observations (company responses

to CIS survey for any year/wave) from 13770 entries for the whole dataset to 5830 over the

years 2006 to 2010. Adding further variables or required parameters such as a response to

a specific question to the model further narrows down the sample size, as can be seen in

the number of observations used for the regression with and without the change in company

sales, decreasing to 2471 due to the regression method and the dependent variable being a

change variable as well.

Besides the above explained issue of decreasing sample size we also applied one further dis-

tinction when running the regressions. Due to Estonia being an objectively small country,

we do have a substantial number of companies responding multiple consecutive times to the

CIS survey questions, meaning the data allows us to run a panel data regression testing for

company fixed effects as it can be seen with the number of unique firms in the tables 6 and

8 as opposed to only considering time points as the way of grouping the observations and

checking for time fixed effects as can be seen in tables 5 and 7. Having a larger number of

companies respond for consecutive years also allows to ask different questions which can be

potentially explored in the scope of other research projects; for this research however this

possibility was explored but will not be further treated here due to again narrowing down

the number of observations to levels of even stronger insignificance of results.

For comparison of model fit we also ran a standard pooled OLS model first, whose results can

be found in appendix D. Tests and comparison with panel data regression however quickly

established OLS as the inferior regression method in this case.

We also ran a Hausman test to confirm whether a fixed effects model would be preferred

over random effects. The result was clear, the H0 of individual-level effects being adequately

modeled by random-effects model was soundly rejected, meaning the difference in coefficients

is systematic and a fixed effects model will yield better results. This finding was also con-

firmed by the Breusch and Pagan LM test for random effects.
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Interpreting the results, we do see some relationships that are not always in line with

what was predicted to be the expected outcome, but also other, more expected results that

confirm some of our initial expectations. Firstly when looking at the variable that is not

directly measuring innovative activity, the change in turnover compared to the previous point

in time, we can see that indeed, companies that have increasing sales and therefore a more

favorable economic position tend to employ more younger workers, as the impact is positive

and statistically significant for both regressions, taking p<0.05 as the standard threshold

of statistical significance. The numbers are in fact slightly difficult to read and should be

adjusted to not look at improvements of units counting in 1 Euro steps but rather a much

larger quantity to make the results more readable. The share of medium-aged workers is

negatively influenced by increasing company sales; confirming the expected result we raised

earlier, also with the same statistical signifiance as the change in share of young employees.
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When looking at the different questions posed in the CIS survey and the impact of a

company responding yes to these, lets first look at the results for the regression including

the change in company sales, which are shown in tables 5 and 6. Interestingly, we don’t

see any statistically significant impact by a company introducing product innovations for

manufactured goods as opposed to not doing so except for a small statistically significant

increase in the change of share for old employees by a company innovating in services when

controlling for time fixed effects. Overall, a company investing in product innovation for ei-

ther products or services when compared to a company that does not invest into them does

not seem to have any meaninful statistically significant impact on the change in age group

shares. The general direction of the coefficients tends towards a negative impact on shares

of mostly young and sometimes also middle-aged employees in favor of older employees, but

no statistical significance to back this trend. It is likely, that this change is more caused by

the general economic situation and the generally bad economic conditions overshadow any

potentially small significance in the effect of product innovation on age group share changes.

The lack of statistically significant results for product innovation could be influenced by the

fact that potentially there is no need to change the workforce that much when introducing

(marginal) improvements to products or services. Besides that, there is again the impact of

the general economic situation overshadowing the results with general economic downturn.

Looking at the results for process innovation variables impact on age group shares, we can

see that some types of process innovation tend to have a statistically significant impact on

the different age shares. Introducing new or improved ways of manufacturing or producing
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goods or services does have a statistically significant impact on the change in share of old

employees in case of time fixed effects, with the share of young and medium-aged employees

(however statistically not significant) decreasing and simultaneously the share of old employ-

ees increasing. Introducing new or improved logistics, delivery or distribution methods does

show a statistically significant decrease in the share of young employees for both company as

well as time fixed effects in favor of an increased share of medium-aged and old employees,

the former having some statistical significance while the latter does not.

Lastly, innovation of administrative processes does lead to a statistically significant small in-

crease in the change of the age share of medium-aged employees at the cost of old employees

when considering company fixed effects in table 5; potentially hinting that administrative

technology could be harder to adapt to for employees of the highest relative age group. As for

the general impact of innovation on changes of age group shares in tables 5 and 6 the effects

are rather small and do not present strong structural causality for most innovative activities

influence. Nevertheless, there are some statistically significant changes for types of process

innovations and the change in company sales, mainly finding increasing shares of employees

not in the youngest age group; potentially hinting at companies aiming at older employees

for their process innovations; perhaps due to their previous knowledge of processes both at

the current company or from competitors to improve their internal processes by comparing

and adapting to successful competitor processes.

Tables 7 and 8 present the results of the regression leaving out the variable measuring

the change in company sales. As for the coefficients of the different variables and their
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significance there are no real changes or improvements observed, rather the results do stay

of similar significance and the direction of the coefficient stays the same in almost all cases

and no changes in coefficient direction for statistically significant variables impact on changes

in certain age shares.

Looking at the fit of the model, having run a fixed effects model, the results give a rather

clear picture. Grouping only by the (unbalanced) year variable and considering time fixed

effects gives a very high r2 for between effects, meaning a large amount of the changes in

effect of the independet variables on the dependent variables from one value of the year

variable to the next one can be explained by the different time periods. This holds true

whether the change in company sales is included or not. Similarly, grouping by both year

and the company identifier value, meaning looking at companies as a group over the years

and considering company fixed effects, gives very low r2 results for both within and between

effects with a simultaneously exceptionally high ρ value. This results in most of the variance

in the results in fact being explained by the error term itself and the results could be more

or less disregarded as the actual results of these specific regressions can be classified as more

or less random.

Looking at the results of the regression as a whole, we can summarize that there are some

small, significant effects of individual types of innovations on some changes in certain age

shares, however, it can be discussed how much it makes for a convincing argument for an

impactful finding as a whole. The mechanisms behind these changes could be much more

reasonably explained if more results were statistically significant, however in the current

state the results when considering company fixed effects seem to be mostly influenced by
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the error term itself. On the contrary, the different time periods do seem to have a strong

impact on the changes in age shares across all age groups. This further hintson the strong

impact of the financial crisis in Estonia, which was hit severely and much harder than many

other countries, alongside its neighbouring countries of Latvia and Lithuania (e.g. Purfield

and Rosenberg 2010).

7. Conclusion

This research uses a single equation model to explain the changes in age shares of the

workforce composition of Estonia over some waves of the CIS survey; mainly by variables

relating to the effects of different innovative activities regarding product and process inno-

vations on the change in age shares.

As a whole, the results point towards innovative activity of any sort, if statistically signifi-

cant, decreasing the share of young employees in favor of mainly old-aged employees. This

result does come as a surprise, given the expectation of younger, more innovative compa-

nies also employing a younger workforce. However, the results seem to be highly influenced

by the general economic situation, as the time frame of the available dataset includes the

global economic crisis from 2008 in the middle section and any results from there on might

be stronlgy skewed due to this. The general descriptive data also supports this, as over all

innovation groups from non-innovators to companies introducing both product and process

innovation the share of young employees significantly decreased from the point of the global

economic crisis onwards in favor of medium-aged or even old employees; potentially to en-

sure short-term company stability and ensure survival through immediate results instead of

focusing on future times. This view on innovation groups and their respective age share

distribution however was to the best of my knowledge not explored before and does pose a

suitable area worth exploring further in future research, given the availability of innovation

activity and company specifics with the possibility to merge the data per company.

There are certain other points that can be continued and improved in future research on

this topic; a longer time frame with results also in more favorable economic times as well as

some improvements to the model itself, which are explained in section 5. Expanding on next

potential steps gives some clear ideas such as also testing a different dataset of potentially

other countries and also attempting to reverse the causality; both for the current dataset of

Estonian companies from 2006 to 2010 as well as others. This could allow to further confirm

or deny the direction of the impact; can we confidently say that innovation does have an

impact on the changes in employee age shares and companies deliberately adapt the work-

force to their innovation activites and strategies, or are in fact companies more depending
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on the changes in the workforce when it comes to planning and executing their innovations

and innovation strategies?

Adding to this, one could also try to disentangle the age share changes into what is at-

tributed to changes due to hiring and firing of employees; it could very well be possible (and

looking at the general change in employment over the time frame it also seems likely), that

the increase of the shares of older employees is in part also due to companies laying off their

young, less productive workers compared to older, more experienced workers.

Overall, this research does give some hints on the potential effects of innovative activities on

employment age shares, but especially the time frame and the economic situation present

during this time frame puts a noticeable questionmark behind the findings for now.
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Appendix B. Definition of innovation

First it would be helpful to make clear what is defined as an innovation or innovation

activity. In his famous work from 1934, Joseph Alois Schumpeter divides innovation into

five different types:

• The introduction of a new good that the consumers are not yet familiar with, or an

improved version of a previously existing good. This type of innovation is later mostly

referred to as product innovation

• A new method of production, improved or streamlined processes that enhance the

production. This is later referred to as process innovation

• Entering a new market, either into an existing one or opening a completely new market

• Gaining access to a new source of production input, regardless of it being raw materials

of half-manufactured goods

• Reshaping the organization of an industry, like breaking up existing monopoly positions

or establishing a monopoly situation

Over the years these five types were adjusted or changed until in 2005 the OECD gave an

updated and contemporarily used definition in their Oslo Manual, which aims to generalize

the collection and use of innovation data:

“An innovation is the implementation of a new or significantly improved product (good

or service), or process, a new marketing method, or a new organisational method in business

practices, workplace organisation or external relations.” (OECD 2005, p. 46)

This definition includes the previously mentioned product and process innovation, but

also incorporates organizational innovation and marketing innovation. Organizational in-

novation is explained at targeting cost reductions in supply acquisition, transactions, and

administration, as well as improving labour productivity through workplace satisfaction, and

“gaining access to “non-tradable assets (such as non-codified external knowledge)” (OECD

2005, p. 51). Marketing innovations are classified as significant changes to existing market-

ing strategies, be it through e.g. product promotions or changes in product design. (OECD

2005).

The relationship between innovation activities and employment has been studied and dis-

cussed by a relatively large number of authors and papers by now and can be analysed at
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either the firm, the sector, or the macro level. This paper will focus on the firm level due to

the available data which will be explained in a later section. The distinction between different

types of innovation that is usually focused on in recent publications is the one between the

effect on employment of product innovation and process innovation, which both incorporate

effects that potentially stimulate and increase employment, as well as employment reducing

effects (Dachs, Peters 2013). Other strands of research focus on e.g. the importance and the

distinction between different innovation strategies, and their effect on employment growth,

or on organizational or marketing innovations.

Appendix C. Variables and parameters

C.1. Variables

• Product innovation - products

– Introduction of new or significantly improved goods (excluding resale of solely aes-

thetically changed goods purchased from other companies); binary answer options

(yes-no)

• Product innovation - services

– Introduction of new or significantly improved services, binary answer options (yes-

no)

• Process innovation - methods

– Introduction of new or significantly improved methods of manufacturing or pro-

ducing goods or services, binary answer options (yes-no)

• Process innovation - logistics

– Introduction of new or significantly improved logistics, delivery or distribution

methods for your inputs, goods or services, binary answer options (yes-no)

• Process innovation - administrative

– Introduction of new or significantly improved supportng activities for your pro-

cesses, such as maintenance systems or operations for purchasing, accounting or

computing, binary answer options (yes-no)

All definitions are from CIS survey questionnaires and did not change much, if at all, over

the discussed time frame. Furthermore it includes also a preamble to help identify and

classify company output as products or services based on tangibility, ownership over time,
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and durability. These conditions are then discussed and examples are given; but will not be

further discussed here.

C.2. Parameters

• Innovation groups

– Non-innovative: Company has not responded with yes to any of the question

about introducing a product or process innovation

– Product innovators: Company has responded with yes to at least one of the

questions about introducing a product innovation and not responded with yes to

any of the questions about introducting a process innovation

– Process innovators: Company has not responded with yes to any of the question

about introducing a product innovation and responded with yes to at least one of

the questions about introducting a process innovation

– Product innovators: Company has responded with yes to at least one of the

question about introducing a product innovation and also responded with yes to

at least one of the questions about introducting a process innovation
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Appendix D. OLS results for comparison
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